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# Pendahuluan(bold, 10 pt)

Tanaman obat merupakan jenis tanaman yang mengandung zat aktif berfungsi mengobati dan digunakan oleh masyarakat untuk menyembuhkan dan atau mencegah dari berbagai penyakit[1]. Dari segi konsumsi tanaman obat bisa dimanfaatkan dalam berbagai bentuk, seperti sebagai pelengkap bumbu dapur, sebagai bahan baku makanan dan minuman, serta sebagai tanaman yang dapat dimanfaatkan untuk bahan baku kosmetik[2].

Tanaman obat tradisional jika dibandingkan dengan obat-obatan modern saat ini baik dari segi ketersediaan dan juga biaya, tanaman obat tradisional lebih mudah didapatkan apalagi bagi masyarakat yang tinggal didaerah pedesaan serta tidak perlu mengeluarkan biaya untuk mendapatkannya.Secara global juga sudah terjadi perubahan pola pengobatan masyarakat ke obat-obat tradisional yang terbuat dari bahan alami atau herbal [2].Faktor yang menyebabkan adanya istilah *back to nature* yakni adanya kegagalan penggunaan obat modern untukpenyakit tertentu di antaranya kanker serta semakin luas akses informasi mengenai obat herbal di seluruh dunia, hal ini disebabkan karena obat tradisional atau herbal memiliki efek samping yang relatif lebih rendah bila digunakan secara benar dan tepat serta sesuai untuk penyakit metabolik dan degeneratif [3].

Dalam proses melakukan pengenalan jenis daun tanaman obat , ada dua (2) proses yang akan dilakukan terlebih dahulu yaitu, membuat database tanaman obat berdasarkan pada data citra latih menggunakan metode *Local Binary Pattern* untuk mendapat ciri dari setiap jenis tanaman obat tradisional, kemudian mencari ciri jenis daun tanaman obat menggunakan metode *Local Binary Pattern* pada data citra uji kemudian diklasiﬁkasikan menggunakan algoritma *K-Nearest Neighbor*.Salah satu metode ekstraksi fitur yang sering digunakan adalah *Grey Level Co-Occurrence Matrix* (GLCM), Ivarian Moment dan Local Binary Pattern, namun pada penelitian ini, metode ektraksi fitur yang akan digunakan adalah*Local Binary Pattern*. Dikarenakan *Local Binary Pattern* merupakan metode yang paling akurat untuk identifikasi tekstur[4][5][6].

Penelitian sebelumnya yang pernah dilakukan oleh “F.S. Nimah, T. Sutojo, dan D.R.I. Setiadi” menggunakan *Grey Level Co-Occurrencen Matrix*  dan *K-Nearest Neighbour* untuk identifikasi tumbuhan herbal berdasarkan citra daun dengan hasil akurasi 83,33%[6], dan “K. Saputra S dan S. Wahyuni” melakukan penelitian identifikasi jenis tanaman herbal berdasarkan ekstraksi fitur morfologi daun menggunakan *K-Nearest Neighbour* dengan hasil akurasi 92% [7], sementara itu penelitian yang dilakukan oleh “A. Novita E.P. Purwadi dan F.F Coastera” meneliti tentang identifikasi citra daun tanaman jeruk dengan local binary patern dan momeni invariant dengan hasil akurasi sebesar 85,71%[8].

Dari ketiga penelitian di atas belum ada yang mengkombinasikan fitur ekstraksi *Local Binary Paterrn* dan klasifikasi *K-Nearest Neighbour* untuk identifikasi daun, sehingga dari penjabaran di atas ditarik kesimpulan untuk melakukan penelitian yang berjudul*“Local Binary Pattern Untuk Pengenalan Jenis Daun Tanaman Obat Menggunakan K-Nearest Neighbour”*tujuan dari penelitian ini untuk melihat hasil akurasi dari pengaruh *Local Binary Pattern* terhadap identifikasi jenis daun obat menggunakan*K-Nearest Neighbour.* pada peneletian ini data yang digunakan merupakan data citra dari enam (6) jenis daun tanaman obat diantaranya, daun sambiloto, daun sirih, daun binahong, daun bayam duri, daun afrika, dan daun jarak. jumlah data yang digunakan sebanyak 120 citra daun yang kemudian dibagi menjadi 90 data citra training, dan 30 untuk data citra testing. Terdapat beberapa tahapan dalam penelitian ini, tahap pertama *preprocess*, selanjutnya tahapan segmentasi untuk melakukan pembagian objek, kemudian dilakukan proses equalization histogram untuk menyesuaikan kontras dari citra daun, kemudian dilanjutkan dengan proses ekstraksi fitur *local binary pattern*, setelah selesai data siap dimasukkan dalam classifier.

# Metode

## **Histogram Equalization(Italic, 10pt)**

*Histogram equalization* merupakan suatu metode penyesuaian kontras menggunakan *histogram* dari citra daun dari tanaman obat tradisional. Nilai histogram *equalization* didapatkan dengan cara memperlebar puncak dan memperkecil titik minimum dari histogramcitra supaya penyebaran nilai pixel pada tiap citra merata (*uniform*), sehingga memperbaiki kekontrasan citra secara keseluruhan [9].



Gambar 1.Histogram *Equalization*[9]

## **Local binary pattern (LBP)**

Metode *Local Binary Pattern* diperkenalkan pertama kali oleh Ojala et al [4], [5], [6], dan merupakan salah satu metode ekstraksi fitur yang digunakan untuk mendapatkan fitur tekstur dari sebuah citra, cara kerja metode ini yaitu, dengan menjadikan satu piksel gambar sebagai *threshold* [4], [7]. Kemudian membandingkannya dengan tetangga dari piksel pada matrix 3x3 dengan nilai tengah matrix sebagai ambang pusat [4]. Dimana, jika nilai biner piksel pusat lebih besar dengan nilai disekelilingnya maka akan diberi nilai 1, sebaliknya jika nilai biner piksel pusat lebih kecil dengan nilai disekelilingnya maka akan diberi nilai 0 [4], [7], [12]. Selanjutnya dari hasil uji biner yang di dapat dari perbandingan tersebut disimpan dalam array 8 bit yang diubah menjadi desimal untuk menggantikan nilai piksel pusat [7], [9]. Dari penjelasan tersebut di dapatkan langkah-langkah metode *Local Binary Pattern* seperti yang ditunjukkan gambar 1,2 dan 3 di bawah ini :



**Gambar 2.** Langkah pertama



**Gambar 3.** Langkah Kedua



**Gambar 4.** Langkah ketiga

Jika koordinat dari piksel pusat adalah ( maka koordinat dari tetangga P pada tepi lingkaran dengan jari-jari R dapat ditentukan dengan [10]:

|  |  |
| --- | --- |
|  |  () |
|  | () |

Perhitungan metode *Local Binary Pattern* dapat pula di selesaikan dengan persamaan sebagai berikut [4], [9][10]:

|  |  |  |
| --- | --- | --- |
|  |  | () |
|  |  | () |

Keterangan:

*P* :banyaknya piksel tetangga

*R* :nilai jarak/radius

*gc*:nilai dari piksel *x* dan *y*

*gp*:nilai piksel tetangga

*xc,yc*:koordinat pusat.

*Local Binary Pattern* disebut seragam jika memiliki paling banyak perpindahan dua *bitwise*  dari 0 ke 1, atau sebaliknya, sehingga pola yang seragam memiliki pola tanpa perpindahan atau dua perpindahan. Jumlah kemungkinan pola dengan dua perpindahan adalah *P*(*P*-1). Pola seragam dengan titik cuplik P dan jari-jari R digunakan notasi .

* Penggunaan satuan harus konsisten dan tidak menggabunggkan singkatan dan abreviasi. Contoh: “” atau “weber per meter kuadrat”, dan **bukan**“weber”.
* Perhatikan penulisan bilangan desimal, seperti: “0.25,” **bukan** “.25.”

## **K-Nearest Neighbour (K-NN)**

*K-Nearest Neighbor* merupakan salah satu algoritma klasifikasi *Supervised learning*[4], [11], [12], yang bertujuan untuk mengklasifikasikan objek baru berdasarkan atribut atau ciri dari sampel data latih yang sudah ada pada sistem [4], [11], Dengan berdasarkan jarak ketetanggaan terdekat dari data uji ke data latih [4]. Beikut merupakan langkah-langkah perhitungan algoritma K-NN [13]:

* Menentukan nilai K atau tentangga terdekat dari data latih terhadap data uji
* Menghitung jarak dengan *Euclidean distance* masing-masing objek terhadap data latih yang diberikan.
* Kemudian mengurutkan objek-objek tersebut dari yang terkecil ke terbesar.
* Mengelompokkan data sejumlah K yang telah ditentukan sebelumnya.
* Memilih kategori yang paling mayoritas atau yang paling banyak muncul.

Algoritma *K-Nearest Neighbor* pada penelitian ini menggunakan salah satu perhitungan jarak yaitu, jarak *Euclidean Distance* , karena perhitungan jarak *Euclidean* yang paling umum digunakan pada data yang berbentuk numerik [11]. Jarak *Euclidean* dapat didefinisikan sebagai jarak antara dua titik pada data latih dan titik pada data uji dengan persamaan sebagai berikut [14]:

|  |  |  |
| --- | --- | --- |
|  |  | () |

Keterangan:

 :jarak *Euclidean*

 :nilai pada data uji ke-*i*

 :nilai pada data latih ke-i

 :banyaknya atribut

Berikut merupakan tabel pembahasan dari studi kasus pemilihan studi jurusan teknik informatika dengan perhitungan jarak *euclidean* menggunakan metode *K-Nearest Neighbor* [15]:

## **Confosion Matrix**

*Confusiion Matrix* merupakan salah satu alat ukur yang terdiri dari dua kelas, yaitu kelas positif dan negative yang berbentuk matrix dan digunakan untuk mendapatkan jumlah ketepatan klasifikasi terhadap kelas dikenali atau tidak dikenali jenis daun tanaman obat pada algoritma yang akan dipakai pada penelitian ini,. Berikut merupakan tabel *confusion matrix*[12], [16]:

**Table 4.** *Confusion Matrix*

|  |  |
| --- | --- |
| **Klasifikasi yang benar** | **Disklasifikasikan sebagai** |
| + | - |
| **+** | *True positive* | *False negative* |
| **-** | *False positive* | *True negative* |

*True positive* adalah jumlah data uji yang dimasukkan ke dalam klasifikasi yang benar sebagai positif, *False positive* adalah jumlah data uji yang dimasukkan ke dalam klasifikasi yang benar sebagai positif. Sedangkan *False negative* adalah jumlah data uji yang dimasukkan ke dalam klasifikasi yang benar sebagai negative, *True negative* adalah jumlah data uji yang dimasukkan ke dalam klasifikasi yang benar sebagai negative. Kemudian dari penjelasan tersebut dapat diperoleh beberapa pengukuran evaluasi diantaranya *accuracy*, *precision*, dan *recall* sebagai berikut [16]:

|  |  |  |
| --- | --- | --- |
|  |  | (6) |
|  |  | (7) |
|  |  | (8) |

Keterangan:

*True Positive* (TP) :Jumlah anggota *class* 1 yang berhasil diprediksi dengan benar.

*False Positive* (FP) :Jumlah anggota *class* 1 yang gagal diprediksi dengan benar.

*True Negative* (TN) :Jumlah anggota *class* 0 yang berhasil diprediksi dengan benar.

*False Negative* (FN) :Jumlah anggota *class* 0 yang gagal diprediksi dengan benar.

 Tingkat akurasi sebuah klasifikasi merupakan rasio perbandingan jumlah data uji yang dapat disklasifikasikan dengan benar dengan jumlah seluruh data uji. Adapun persamaan untuk mencari tingkat akurasi yang lain dinyatakan sebagai berikut [14]:

|  |  |  |
| --- | --- | --- |
|  |  | (9) |

# Hasil dan Pembahasan

Penelitian ini memiliki tujuan untuk melihat hasil akurasi dari pengaruh *Local binary pettern*(LBP) untuk pengenalan jenis daun obat menggunakan *K-Nearest neighbor* (K-NN), data set yang digunakan merupakan daun tanaman obat tradisional, jumlah dari data sebanyak 120 yang di bagi menjadi, 90 untuk data training dan 30 untuk data testing.

Dibawah ini merupakan data citra jenis daun obat tradisional :

**Tabel 5.** Data Jenis Daun Obat

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Daun Afrika** | **Daun Bayam Duri** | **Daun Binahong** | **Daun Jarak** | **Daun Sambiloto** | **Daun Sirih** |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

 Langkah awal atau *preprocessing* yang dilakukan adalah dengan menguah citra RGB kedalam bentuk citra *Greyscale*, selanjutnya dilakukan proses *equalization Histogram* seperti yang di perlihatkan pada table 6 dibawah ini :

**Table 6.** *Hasil konversi RGB ke Grayscale dan Grayscale ke Histogram Equalization*

|  |  |  |
| --- | --- | --- |
| **Citra RGB** | **Citra Grayscale** | **Citra Histogram** |
|  |  |  |

Selanjutnya dilakukan tahapan segmentasi yang bertujuan untuk membagi objek kedalam beberapa bagian sebelum dilakukannya tahapan ekstraksi fitur dengan menggunakan *Local Binary Pattern*. Pada table 7 dibawah ini diperlihatkan sampel segmentasi citra daun :

**Table 7.** Hasil Segmentasi

|  |  |  |
| --- | --- | --- |
| **Citra Asli** | **Nilai R** | **Nilai G** |
|  |  |  |
| **Nilai B** | **Hasil Otsu** | **Hasil Segmentasi** |
|  |  |  |

Setelah tahapan segmentasi selesai dilakukan maka selanjutkan dilakukan proses ekstraksi fitur dengan menggunakan algoritma *Local Binary Pattern* (LBP), Proses ekstrasi fitur ini dilakukan untuk mengetahui setiap ciri dari sebuah tekstur dari masing-masing jenis daunobat sebelum dilakukannya proses klasifikasi dengan *K-Nearest neighbour*. Berikut contoh perhitungan manual metode LBP dengan ukuran pixel 10x10 yang diambil dari citra daun jarak:

 **Tabel 8.** Pixel 10x10 citra daun jarak

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ***x,y*** | **1** | **2** | **3** | **4** | **5** | **6** | **7** | **8** | **9** | **10** |
| **1** | 253 | 253 | 254 | 254 | 106 | 178 | 253 | 251 | 251 | 250 |
| **2** | 253 | 253 | 253 | 246 | 100 | 121 | 135 | 248 | 250 | 250 |
| **3** | 251 | 253 | 253 | 98 | 79 | 93 | 88 | 94 | 250 | 248 |
| **4** | 250 | 251 | 253 | 93 | 100 | 75 | 77 | 78 | 250 | 248 |
| **5** | 250 | 251 | 253 | 108 | 93 | 83 | 75 | 75 | 250 | 247 |
| **6** | 250 | 251 | 253 | 98 | 81 | 83 | 80 | 72 | 250 | 248 |
| **7** | 250 | 251 | 253 | 102 | 99 | 86 | 81 | 249 | 250 | 250 |
| **8** | 250 | 251 | 253 | 254 | 104 | 79 | 88 | 253 | 251 | 250 |
| **9** | 250 | 253 | 253 | 253 | 126 | 114 | 253 | 253 | 253 | 251 |
| **10** | 251 | 253 | 254 | 254 | 254 | 254 | 254 | 254 | 253 | 253 |

Setelah proses ekstraksi fitur dengan *Local binary patter* selesai dilakukan maka selanjutnya dilakukan proses klasifikasi dengan menggunakan *K-Nearest neighbor*. Pada tahapan ini, hasil dari ekstraksi fitur data training dan data testing pada pembahasan sebelumnya diklasifikasikan berdasarkan kelasnya masing-masing dengan percobaan jumlah k=1, k=3, k=5, k=7, dan k=9, nilai dari jumlah k tersebut diambil berdasarkan nilai angka ganjil agar dapat menghindari hasil klasifikasi dengan jumlah data yang seimbang. Nilai k tersebut juga dapat menentukan bagaimana kinerja algoritma *K-Nearest Neighbour*, dalam melakukan pengenalan jenis daun tanaman obat, seperti yang terlihat pada table 9 dibawah ini:

**Table 9.** Hasil ekstraksi fitur dari data training

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **No** | **Data** | **X1** | **X2** | **X3** | **…** | **X8** | **X9** | **X10** | **Y** |
| **0** |  | 0.047 | 0.056 | 0.028 | **…** | 0.06 | 0.488 | 0.107 | Daun Afrika |
| **1** |  | 0.036 | 0.046 | 0.019 | **…** | 0.051 | 0.583 | 0.088 | Daun Afrika |
| **2** |  | 0.04 | 0.052 | 0.025 | **…** | 0.053 | 0.539 | 0.093 | Daun Afrika |
| **..** | **…** | **…** | **…** | **…** | **…** | **…** | **…** | **…** | **…** |
| **89** |  | 0.058 | 0.064 | 0.049 | **…** | 0.066 | 0.335 | 0.115 | Daun Sirih |

**Table 10.** Hasil ekstraksi fitur data testing

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | X1 | X2 | X3 | … | X8 | X9 | X10 | Y |
| 0.046 | 0.064 | 0.05 | … | 0.067 | 0.345 | 0.102 | ? |

Untuk mengetahuikelas dari data testing pada tabel 10 dilakukan perhitungan dengan rumus perhitungan jarak *Euclidean Distance* seperti yang terlihat di bawah ini :

 (10)

Penyelesaian:

Kemudian dari proses perhitungan jarak yang telah dilakukan maka nilai yang didapatkan dari perhitungan jarak antara data training dengan data testing tersebut akan disusun berdasarkan nilai pada masing-masing kelas seperti pada tabel 10 berikut:

**Table 11.** *Perhitungan Jarak Euclidean Distance*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Data** | **Perhitungan jarak *Euclidean Distance*** | **Nilai** | **Kelas** |  |
| 0 |   | 0.1567 | Daun Afrika |  |
| 1 |   | 0.2537 | Daun Afrika |  |
| 2 |   | 0.2077 | Daun Afrika |  |
| 6 |   | 0.1577 | Daun Afrika |  |
| 7 |   | 0.1612 | Daun Afrika |  |
| **…** | **…** | **…** | … |  |
| 90 |   | 0.0217 | Daun Sirih |  |

Setelah nilai jarak dari masing-masing data training ke data testing didapatkan maka akan disusun berdasarkan nilai terkecil. Berikut adalah penentuan kelas dari data testing dengan nilai k=1, k=3, k=5, k=7, dan k=9:

**Tabel 12.** Hasil pengurutan dari nilai terkecil ke terbesar

|  |  |  |
| --- | --- | --- |
| **Data ke** | **Perhitungan jarak *Euclidean Distance*** | **Kelas** |
| 89 | 0.02168 | Daun Sirih |
| 80 | 0.02379 | Daun Sirih |
| 88 | 0.02557 | Daun Sirih |
| 24 | 0.02753 | Daun Bayam Duri |
|  20 | 0.03159 | Daun Bayam Duri |
| 76 | 0.0372 | Daun Sirh |
| 75 | 0.04351 | Daun Sirih |
| … | … | … |
| 61 | 0.42947 | Daun Sambiloto |

Dari hasil pengurutan yang terdapat pada tabel diatas maka yang akan diambil adalah nilai berdasarkan jumlah k yang telah ditentukan sebelumnya, yakni nilai k=1, k=3, k=5, k=7, dan k=9. Dari hasil pengurutan berdasarkan nilai k, hasil klasifikasi dengan nilai k=1, k=3, k=5, k=7, dan k=9 maka dapat dinyatakan bahwa kelas yang paling mayoritas/mirip dengan data uji adalah “Daun Sirih”.

**Tabel 13.**Kelas dari data testing adalah “Daun Sirih”.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | **X1** | **X2** | **X3** | **…** | **X8** | **X9** | **X10** | **Y** |
| 0.046 | 0.064 | 0.05 | … | 0.067 | 0.345 | 0.102 | **Daun Sirih** |

Setelah tahapan klasifikasi *K-Nearest Neighbour* selesai dilakukan maka dilanjutkan dengan proses evaluasi dengan menggunakan *Confusion Matrix*, tujuan dari evaluasi yaitu untuk mendapatkan nilai atau hasil akurasi dari klasifikasi *K-Neares Neighbour*. Berikut merupakan tabel dari hasil perhitungan 30 data testing dengan nilai akurasi terendah ada pada k=1 sebesar 70% dan nilai akurasi tertinggi ada pada k=9 sebesar 96.67% yang di perlihatkan pada table 14 dan 15 di bawah ini :

**Table 14.** Perhitungan Confusion Matrix dengan nilai k=1

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Kelas** | Daun Bayam Duri | Daun Binahong | Daun Jarak | Daun Afrika | Daun Sambiloto | Daun Sirih |
| Daun Bayam Duri | 5 | 0 | 0 | 0  | 0  | 0  |
| Daun Binahong | 0 | 5 |  0 | 0 |  0 |  2 |
| Daun Jarak |  | 0 | 4 | 2 | 0 | 0 |
| Daun Afrika | 0 | 0 | 1 | 0 | 1 | 0 |
| Daun Sambiloto | 0 | 0 | 0 | 3 | 4 |  0 |
| Daun Sirih | 0 | 0 | 0 | 0 | 0 | 3 |

Penjelasan table :

|  |  |
| --- | --- |
|  | Data uji benar |
|  | Data uji salah |

Dari tabel 14 diatas, menunjukkan bahwa dari hasil klasifikasi dengan nilai k=1 berhasil mengenali kelas bayam duri sebanyak 5 kelas, daun binahong sebanyak 5 kelas , daun jarak sebanyak 4 kelas dan 1 dikenali sebagai daun afrika, kemudian daun afrika tidak berhasil dikenali tetapi dikenali sebagai daun jarak sebanyak 2 kelas dan daun sambiloto sebanyak 3 kelas, selanjutnya daun sambiloto berhasil dikenali sebanyak 4 dan 1 dikenali sebagai daun afrika, terakhir daun sirih dikenali sebanyak 3 dan 2 kelas dikenali sebagai daun binahong. Berikut merupakan perhitungan hasil akurasi yang didapat dari jumlah data testing yang berhasil dikenali :

**Tabel 15.** Perhitungan Convusion Matrix dengan nilai k=9

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Kelas** | Daun Bayam Duri | Daun Binahong | Daun Jarak | Daun Afrika | Daun Sambiloto | Daun Sirih |
| Daun Bayam Duri | 4 | 0 | 0 | 0  | 0  | 1 |
| Daun Binahong | 0 | 5 |  0 | 0 |  0 |  0 |
| Daun Jarak | 0 | 0 | 5 | 0 | 0 | 0 |
| Daun Afrika | 0 | 0 | 0 | 5 | 0 | 0  |
| Daun Sambiloto | 0 | 0 | 0 | 0 | 5 |  0 |
| Daun Sirih | 0 | 0 | 0 | 0 | 0 | 5 |

Dari tabel 15 diatas, menunjukkan bahwa dari hasil klasifikasi dengan nilai k=9 berhasil mengenali kelas bayam duri sebanyak 4 kelas dan 1 kelas dikenali sebagai daun sirih, daun binahong dikenali sebanyak 5 kelas, daun jarak dikenali sebanyak 5 kelas, daun afrika dikenali sebanyak 5 kelas, daun sambiloto dikenali sebanyak 5 kelas, terakhir daun sirih dikenali sebanyak 5 kelas. Berikut merupakan perhitungan hasil akurasi yang didapat dari jumlah data testing yang berhasil dikenali:

# Kesimpulan dan Saran

## **Kesimpulan**

## Dari percobaan yang telah dilakukan dengan menggunakan citra asli tanpa dipotong pada proses pengenalan, waktu yang dibutuhkan 14 menit, hal ini terjadi karena jumlah pixel yang terlalu besar dan kapasitas komputer yang masih dibawah menyebabkan lamanya proses pengenalan. Tetapi berbeda dengan proses pengenalan dengan citra yang telah dipotong yang memerlukan waktu 3 menit dalam mengenali citra testing yang diinputkan ke dalam sistem. Oleh karena itu dalam penelitian ini citra yang telah diambil sebelumnya di risize terlebih dahulu dengan ukuran 200x286 pixel untuk mempercepat proses pengenalan.

Berikut ini merupakan tabel sampel hasil pengenalan dari 30 data testing yang terdiri dari data daun afrika=5, data daun bayam duri=5, data daun binahong=5, data daun jarak=5, data daun sambiloto=5, dan data daun sirih=5 dengan percobaan nilai k=1, k=3, k=5, k=7, dan k=9 dengan jumlah data training 90 citra , yang terdiri dari data daun afrika = 15, data daun bayam duri = 15, data daun binahong = 15, data daun jarak = 15, data daun sirih = 15, dan data daun sambiloto = 15,dengan masing-masing nilai akurasi dari perhitungan evaluasi*comvusion matrix*:

**Table 16.** Sampel hasil pengenalan Jenis daun Obat dengan 30 data testing

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Data Testing** | **Nilai k=1** | **Nilai k=3** | **Nilai k=5** | **Nilai k=7** | **Nilai k=9** |
|  | Daun Binahong | Daun Binahong | Daun Binahong | Daun Binahong | Daun Binahong |
|  | Daun Bayam Duri | Daun Bayam Duri | Daun Bayam Duri | Daun Bayam Duri | Daun Bayam Duri |
|  | Daun Jarak | Daun Jarak | Daun Jarak | Daun Jarak | Daun Afrika |
|  | Daun Afrika | Daun Afrika | Daun Afrika | Daun Jarak | Daun Jarak |
|  | Daun Sirih | Daun Bayam Duri | Daun Bayam Duri | Daun Bayam Duri | Daun Sirih |
|  | Daun Sambiloto | Daun Sambiloto | Daun Sambiloto | Daun Sambiloto | Daun Sambiloto |
| **Hasil Akurasi** | **70%** | **76.67%** | **80%** | **86.67%** | **96.67%** |

Dari tabel diatas dapat dilihat bahwa, hasil akurasi tertinggi dari penerapan metode *Local Binary Pattern* untuk pengenalan jenis daun tanaman obat tradisional menggunakan algoritma *K-Nearest Neighbor* menghasilkan nilai akurasi sebesar 96.67% pada jumlah k=9. Dengan demikian nilai k=9 adalah yang paling optimal digunakan sebab dari 30 data testing yang telah diuji coba hanya satu data testing yang tidak dapat dikenali, yaitu daun tanaman bayam duri yang dikenali sebagai daun sirih. Sehinga dapat disimpulkan bahwa pengaruh ekstraksi fitur *Lococal Binary Pattern* pada pengenalan Jenis daun obat menggunakan *K-Nearest neighbor* dapat di implementasikan pada jenis pengenalan objek lainya seperti Motif Batik Ataupun Jenis Ikan.

## **Saran**

Dari penerapan metode *Local Binary Pattern* dan *K-Nearest Neighbor* untuk pengenalan jenis daun tanaman obat, ada beberapa yang perlu diperhatikan:

1. Sistem pengenalan jenis daun tanaman obat bisa dilakukan secara realtime
2. Diharapkan untuk mengembangkan sistemnya ketika yang diinputkan bukan jenis tanaman obat maka akan muncul “Bukan Tanaman Obat”.
3. Perlu melakukan Restosai citra atau meningkatkan kualitas cita karena dapat berpengaruh pada proses pengenalan.
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