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Penelitian ini bertujuan untuk menerapkan metode machine learning, yaitu 

Random Forest dan XGBoost, dalam memprediksi prestasi akademik siswa 

berdasarkan kombinasi faktor internal dan eksternal yang memengaruhi prestasi 

mereka. Data yang digunakan yakni Performance Trends in Education yang 
mencakup 6606 baris data dengan 20 kolom, terdiri dari fitur numerik dan 

kategorik. Dalam penelitian ini, model prediksi dilatih dengan data yang telah 

diproses melalui tahapan preprocessing dan pembagian data terdiri atas 80% 

untuk data training dan 20% untuk data testing. Hasil evaluasi menunjukkan 
bahwa XGBoost memiliki kinerja yang lebih baik dibandingkan dengan Random 

Forest, dengan nilai RMSE yang lebih rendah yaitu 1.909, MAPE yang lebih 

kecil yaitu 1.003%, dan R2 yang lebih tinggi yaitu 0.742. Hasil ini menunjukkan 

bahwa XGBoost mampu memberikan prediksi yang lebih akurat dan lebih baik 
dalam menjelaskan variabilitas data prestasi akademik siswa. Temuan ini 

memberikan kontribusi penting dalam pengembangan model prediksi untuk 

meningkatkan kebijakan pendidikan dan strategi pembelajaran yang lebih efektif. 

Penelitian ini juga menyarankan penelitian lebih lanjut untuk mengeksplorasi 
teknik ensemble lain yang dapat meningkatkan akurasi prediksi dan 

mempertimbangkan faktor eksternal lainnya yang dapat memengaruhi prestasi 

akademik siswa. 

ABSTRACT 

This study aims to apply machine learning methods, namely Random Forest and 

XGBoost, to predict student academic performance based on a combination of 

internal and external factors influencing their achievement. The data used is from 
the "Performance Trends in Education" dataset, which includes 6606 rows of 

data with 20 columns, consisting of numerical and categorical features. In this 

study, the prediction models were trained using data that had been processed 

through preprocessing stages and data splitting 80% for training data and 20% 
for testing data. The evaluation results show that XGBoost performs better than 

Random Forest, with a lower RMSE value 1.909, a smaller MAPE 1.003%, and 

a higher R2 0.742. These results indicate that XGBoost provides more accurate 

predictions and is better at explaining the variability in student academic 
performance data. This finding contributes significantly to the development of 

predictive models to improve educational policies and more effective learning 

strategies. The study also suggests further research to explore other ensemble 

techniques that could enhance prediction accuracy and consider additional 
external factors that may influence student academic performance. 

 

I. Pendahuluan 

Prestasi akademik siswa merupakan salah satu indikator utama keberhasilan proses pendidikan karena 
menggambarkan tingkat penguasaan kompetensi, kesiapan melanjutkan studi, maupun daya saing di dunia 
kerja. Di tengah tuntutan era digital dan society 5.0, sekolah dan pemangku kepentingan pendidikan tidak lagi 
cukup hanya mengukur prestasi secara post factum melalui nilai akhir, tetapi juga perlu mengantisipasi risiko 
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rendahnya prestasi sedini mungkin agar dapat merancang intervensi yang tepat. Kondisi ini mendorong 
perlunya pendekatan prediktif yang mampu memanfaatkan data beragam dan kompleks untuk memetakan 
potensi keberhasilan atau kegagalan belajar siswa. 

Prestasi akademik sendiri dipengaruhi oleh kombinasi faktor internal dan faktor eksternal siswa. Faktor 
internal meliputi motivasi belajar, minat, kemampuan kognitif, manajemen waktu, kesehatan fisik dan mental, 
serta kebiasaan belajar. Sementara faktor eksternal mencakup dukungan keluarga, status sosial ekonomi, iklim 
kelas, metode mengajar guru, fasilitas sekolah, dan lingkungan sosial di luar sekolah. Sejumlah penelitian 
mutakhir menegaskan bahwa capaian belajar yang rendah sering kali merupakan hasil interaksi keduanya: 
misalnya, motivasi tinggi tanpa dukungan lingkungan belajar yang kondusif tetap berpotensi menghasilkan 
prestasi suboptimal, demikian pula sebaliknya. Penelitian di sekolah menengah menunjukkan bahwa waktu 
belajar, motivasi, dan keaktifan siswa sebagai faktor internal, serta metode mengajar dan kualitas lingkungan 
belajar sebagai faktor eksternal, berkontribusi signifikan terhadap hasil belajar matematika dan prestasi 
akademik secara umum [1]. 

Dalam beberapa tahun terakhir, ketersediaan data pendidikan menjadi semakin melimpah melalui Learning 
Management System (LMS), sistem informasi akademik, dan berbagai aplikasi pendukung pembelajaran. 
Perkembangan ini mendorong lahirnya bidang Educational Data Mining (EDM) dan Learning Analytics, yang 
memanfaatkan teknik analisis data dan machine learning untuk mengekstraksi pola dari data siswa, 
memprediksi performa, mengidentifikasi siswa berisiko, dan merumuskan rekomendasi kebijakan pendidikan 
berbasis bukti. Berbagai kajian menunjukkan bahwa model machine learning mampu mengatasi hubungan 
non-linier, interaksi antarvariabel, serta kombinasi data demografis, perilaku, dan psikologis yang sulit 
diakomodasi oleh metode statistik tradisional [2]. 

Sejumlah penelitian terdahulu telah mengaplikasikan algoritma machine learning seperti Random Forest 
dan XGBoost untuk memprediksi prestasi akademik. Studi komprehensif di tingkat pendidikan tinggi 
menemukan bahwa model ensemble (Random Forest, Gradient Boosting, XGBoost) umumnya memberikan 
performa prediksi lebih baik dibandingkan model linier klasik, dengan akurasi tinggi dalam memprediksi IPK 
atau kategori keberhasilan studi [3]. Penelitian lain di jenjang sekolah dasar dan menengah menunjukkan 
bahwa XGBoost mampu memprediksi hasil belajar sains dengan akurasi di atas 95%, sekaligus mengungkap 
variabel penting seperti kehadiran, nilai tugas, dan dukungan orang tua [4]. Di konteks Indonesia, beberapa 
studi menggunakan Random Forest untuk memprediksi kinerja akademik berdasarkan data akademik, 
demografis, serta sifat kepribadian, dan berhasil mengidentifikasi faktor dominan yang memengaruhi prestasi 
siswa [5]. Penelitian terbaru bahkan secara khusus membandingkan kinerja Random Forest dan XGBoost 
dalam memprediksi prestasi akademik mahasiswa, dan menemukan bahwa kedua algoritma sama-sama 
menjanjikan dengan variasi keunggulan pada aspek akurasi dan kemampuan generalisasi [6]. 

Meskipun demikian, terdapat research gap yang masih relevan untuk ditangani. Pertama, banyak penelitian 
masih berfokus pada satu kelompok faktor saja (misalnya hanya faktor akademik atau hanya faktor demografis) 
padahal dalam praktiknya prestasi akademik merupakan hasil sinergi faktor internal dan eksternal yang 
kompleks. Kedua, masih relatif sedikit studi yang secara eksplisit menggabungkan variabel psikologis 
(motivasi, kebiasaan belajar) dan variabel lingkungan (dukungan keluarga, fasilitas sekolah, pola interaksi 
dengan guru) dalam satu model prediktif yang utuh. Ketiga, studi yang secara khusus membandingkan kinerja 
Random Forest dan XGBoost dengan kerangka variabel internal–eksternal dalam konteks siswa di Indonesia 
masih terbatas, sehingga kontribusi empiris pada konteks lokal belum optimal. 

Bertolak dari uraian tersebut, diperlukan suatu penelitian yang secara khusus menerapkan dan 
membandingkan metode machine learning Random Forest dan XGBoost untuk memprediksi prestasi akademik 
siswa dengan memasukkan variabel-variabel yang merepresentasikan faktor internal dan eksternal secara 
bersamaan. Penelitian ini diharapkan tidak hanya menghasilkan model prediksi dengan kinerja yang baik, tetapi 
juga memberikan gambaran faktor-faktor apa saja yang paling berpengaruh terhadap prestasi, sehingga dapat 
menjadi dasar penyusunan program pendampingan belajar, kebijakan sekolah, dan strategi komunikasi dengan 
orang tua. Dengan demikian, studi berjudul “Penerapan Metode Machine Learning (Random Forest & 
XGBoost) untuk Memprediksi Prestasi Akademik Berdasarkan Faktor Internal dan Eksternal Siswa” 
diharapkan memberikan kontribusi teoritis pada literatur EDM sekaligus kontribusi praktis bagi peningkatan 
mutu pendidikan di Indonesia. 

II. Metode 

Penelitian ini menggunakan pendekatan kuantitatif dengan desain eksplanatori, bertujuan untuk 
memprediksi prestasi akademik siswa berdasarkan kombinasi faktor internal dan faktor eksternal menggunakan 
algoritma machine learning yaitu Random Forest dan XGBoost. Proses penelitian mengikuti tahapan yang 
digambarkan dalam flowchart alur penelitian Gambar 1 yang mencakup beberapa langkah kritis, mulai dari 
pengumpulan data hingga evaluasi hasil model. Setiap tahap memiliki tujuan spesifik untuk memastikan model 
yang dihasilkan mampu memprediksi prestasi siswa secara akurat dan memberikan wawasan yang berguna 
untuk kebijakan pendidikan.  
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Gambar 1. Alur Penelitan 

A. Data Collection 

Tahap pertama dalam penelitian ini adalah pengumpulan data. Data yang digunakan dalam penelitian ini 
diperoleh dari dataset Kaggle yang berjudul Performance Trends in Education, yang dapat diakses di link 
https://www.kaggle.com/datasets/minahilfatima12328/performance-trends-in-education/data. Dataset ini 
berisi informasi terkait prestasi akademik siswa serta berbagai faktor internal dan eksternal yang memengaruhi 
prestasi akademik mereka. 

 

Gambar 2. Sampel Dataset 

Gambar 2 merupakan dataset yang digunakan terdiri dari 20 kolom dan 6606 baris  data yang terdiri dari 
factor internal dan ekternal akademik siswa. Dalam dataset ini terdapat dua fitur yakni fitur numerik 
['Hours_Studied', 'Attendance', 'Sleep_Hours', 'Previous_Scores', 'Tutoring_Sessions', 'Physical_Activity'] dan 
fitur kategorik ['Parental_Involvement', 'Access_to_Resources', 'Extracurricular_Activities', 
'Motivation_Level', 'Internet_Access', 'Family_Income', 'Teacher_Quality', 'School_Type', 'Peer_Influence', 
'Learning_Disabilities', 'Parental_Education_Level', 'Distance_from_Home', 'Gender'].  

B. Preprocessing 

Data yang terkumpul disiapkan agar siap digunakan untuk pemodelan. Pada tahap ini dilakukan pemisahan 
fitur X (variabel prediktor yang merepresentasikan faktor internal dan eksternal) dan y (variabel target), dengan 
target yang digunakan adalah Exam_Score. Selanjutnya, fitur pada X dikelompokkan menjadi dua tipe, yaitu 
fitur numerik (misalnya Hours_Studied, Attendance, Sleep_Hours, Previous_Scores, Tutoring_Sessions, dan 
Physical_Activity) dan fitur kategorik (misalnya Parental_Involvement, Access_to_Resources, 
Extracurricular_Activities, Motivation_Level, Internet_Access, Family_Income, Teacher_Quality, 
School_Type, Peer_Influence, Learning_Disabilities, Parental_Education_Level, Distance_from_Home, dan 
Gender). 

Fitur kategorik ditangani menggunakan One-Hot Encoding, yaitu mengubah setiap kategori menjadi vektor 
biner (0/1). Pendekatan ini dipilih karena Random Forest dan XGBoost merupakan model berbasis pohon 
keputusan yang dapat bekerja efektif dengan representasi fitur biner tanpa mengasumsikan adanya hubungan 
ordinal antar-kategori. Selain itu, One-Hot Encoding membantu menghindari bias urutan (ordinal semu) yang 
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berpotensi muncul apabila menggunakan Label Encoding pada data kategorik nominal. Proses encoding 
dilakukan setelah pembagian data training–testing dalam sebuah pipeline untuk mencegah data leakage, serta 
menggunakan pengaturan handle_unknown = ignore agar kategori yang mungkin hanya muncul pada data uji 
tidak menyebabkan kegagalan transformasi. 

Sebelum pemodelan, dilakukan pemeriksaan nilai hilang (missing values) pada seluruh variabel. Hasil 
pemeriksaan menunjukkan tidak terdapat missing values pada dataset yang digunakan, sehingga tidak 
diperlukan proses imputasi. Meskipun demikian, prosedur pemeriksaan nilai hilang tetap dilakukan sebagai 
bagian dari kontrol kualitas data dan untuk memastikan reprodusibilitas apabila dataset diperluas atau 
diperbarui pada penelitian selanjutnya. 

C. Split Data 

Split Data atau Pembagian Data merupakan tahapan penting dalam pemodelan. Pembagian data menjadi 
data training dan data testing dilakukan untuk digunakan nanti dalam membangun dan mengevaluasi 
pemodelan machine learning yang dibangun. Jumlah data training biasanya memiliki presentase yang lebih 
ebsar dibandingkan dengan data testing [7]. Untuk penelitian ini dilakukan pembagian data untuk pemodelan 
menggunakan algoritma Random Forest dan XGBoost yaitu pembagian 80% untuk data training dan 20% 
untuk data testing. 

D. Modeling Data 

Pada tahap pemodelan data, penelitian ini menggunakan dua algoritma machine learning yang populer, 
yaitu Random Forest dan XGBoost, untuk memprediksi prestasi akademik siswa berdasarkan faktor internal 
dan eksternal yang telah dipersiapkan sebelumnya. 

1) Random Forest  
Random Forest adalah meta estimator yang menyesuaikan sejumlah pengklasifikasi pohon keputusan pada 
berbagai sub-sampel dataset dan menggunakan rata-rata untuk meningkatkan akurasi prediktif dan 
mengendalikan over-fitting. Pohon-pohon dalam hutan seperti pada Gambar 3 menggunakan strategi 
pemisahan terbaik, yaitu setara dengan meneruskan splitter="best" ke variabel yang mendasarinya 
DecisionTreeClassifier. Ukuran sub-sampel dikontrol dengan max_samplesparameter if 
bootstrap=True(default), jika tidak, seluruh dataset digunakan untuk membangun setiap pohon [8]. 
Random forest melakukan klasifikasi dengan kumpulan pohon keputusan yang hasil akhirnya diperoleh 
dengan melakukan vote pada data training yang dilatih dan melakukan testing secara acak dengan fitur 
yang berbeda-beda [9].  

 

Gambar 3. Ilustrasi Random Forest 

Secara matematis, Random Forest untuk melakukan sebuah regresi dapat dinyatan dengan bentuk 
persamaan sebagai berikut; 

 𝑦 =  
1

𝑇
∑ 𝑓𝑡(𝑥)𝑇

𝑡=1  (1) 

di mana: 

• 𝑇  adalah jumlah pohon keputusan, 

• 𝑓𝑡(𝑥) adalah hasil prediksi pohon keputusan ke-t, 

• 𝑦 adalah hasil prediksi final [10] 

 

2) XGBoost 
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XGBoost (Extreme Gradient Boosting) adalah algoritma ensemble yang menggunakan teknik boosting 
untuk meningkatkan akurasi model secara bertahap. Dalam boosting, pohon keputusan dibangun secara 
berurutan, dengan setiap pohon baru mencoba memperbaiki kesalahan yang dilakukan oleh pohon sebelumnya. 
XGBoost memiliki keunggulan dalam hal regularization, yang membatasi kompleksitas pohon dan membantu 
menghindari overfitting [11]. 

Fungsi objektif XGBoost untuk regresi dapat dituliskan sebagai berikut: 

   ℒ =  ∑ 𝑙(𝑦(𝑖), 𝑦′(𝑖)
) +  ∑ Ω(𝑓𝑡)𝑇

𝑡=1
𝑁
𝑖=1              (2) 

 

di mana: 

• 𝑙(𝑦(𝑖), 𝑦′(𝑖)
) adalah fungsi loss untuk prediksi 𝑦(𝑖) dan 𝑦′(𝑖)

, 

• Ω(𝑓𝑡) adalah komponen regularisasi pohon keputusan ke-t, 

• 𝑇 adalah jumlah pohon Keputusan, 

• ℒ adalah fungsi objektif yag akan dioptimalkan 

E. Evaluasi 

Untuk evaluasi model prediksi yang dibuat menggunakan MSE dan RMSE dimana kedua metode evaluasi 
ini merupakan metode yang mengukur error dari pada model prediksi. RMSE adalah akar kuadrat dari residu 
varian yang menunjukkan seberapa dekat titik data yang diamati dengan nilai yang dievaluasi yang dihasilkan 
oleh metode prediksi [12]. RMSE sering digunakan untuk masalah regresi. yi dalam persamaan (3) 
menunjukkan nilai prediksi, y menunjukkan nilai aktual, dan n adalah jumlah data.  

    𝑅𝑀𝑆𝐸 =  √∑
(ŷ𝑖−𝑦𝑖)2

𝑛

𝑛
𝑖=1                (3) 

Mean Absolute Percentage Eror atau biasa di singkat MAPE merupakan perhitungan nilai rata – rata selisih 
mutlak antara hasil prediksi dengan nilai aktual yang dinyatakan sebagai persentase dari nilai realisasi [13]. 
Persamaan yang digunakan untuk menghitung nilai MAPE dalam sebuah peramalan yaitu: 

    𝑀𝐴𝑃𝐸 =  
∑ |(

𝑌−𝑌′

𝑌
)|100𝑛

𝑡=1

𝑛
            (4) 

Y pada persamaan (4) mewakili nilai aktual Y’ mewakili nilai prediksi dan n mewakili jumlah keseluruhan 
data. Nilai akhir perhitungan MAPE dpaat ditentukan berdasarkan keterangan Tabel 1. 

Tabel 1.  Range Perhitungan MAPE 

Range MAPE  Keterangan 

<10% Model Peramalan Sangat Baik 

10-20% Model Peramalan Baik 

20-50% Model Peramalan Cukup 

>50% Model Peramalan Buruk 

 

Koefisiensi Determinasi juga sering disebut R-Square yang dilambangkan dengan R2 merupakan salah satu 
kriteria untuk menentukan apakah sampel yang digunakan untuk membangun fungsi regresi dugaan telah tepat 
memenuhi syarat. Koefisiensi Determinasi memberikan informasi terkait proporsi keragaman ataupun variasi 
total di sekitar nilai tengah Y yang dapat dijelaskan oleh model regresi yang digunakan. Ukuran ini sering 
dinyatakan dalam persentase dengan mengalikannya dengan 100. Persamaan yang dapat digunakan untuk 
menghitung koefisiensi determinasi ini dijelaskan pada persamaan (5) 

      𝑅2 = 1 − 
𝑅𝑆𝑆

𝑇𝑆𝑆
                (5) 

 

Keterangan untuk persamaan (5) yaitu RSS adalah jumlah kuadrat residual atau jumlah kuadrat yang 
dijelaskan oleh regresi. TSS adalah jumlah kuadrat total. Kisaran nilai R2 di antara 0 hingga 1 ( 0≤r2≤1) jika 
dikalikan dengan 100 maka kisaran nilai R2 0% hingga 100%. Sehingga semakin besar nilai R2 maka semakin 
besar kemampuan model regresi yang digunakan menjelaskan keragaman data sampel [13]. 
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F. Visualisasi 

Tahap visualisasi di penelitian ini menggunakan tiga teknik utama untuk mengevaluasi hasil prediksi 
model. Predicted vs Actual Plot memperlihatkan perbandingan antara nilai prediksi dan nilai aktual untuk 
mengevaluasi seberapa baik model memprediksi prestasi akademik. Residual Plot menggambarkan perbedaan 
antara nilai yang diprediksi dan nilai aktual (residuals), yang digunakan untuk mengidentifikasi pola kesalahan 
dalam model. Terakhir, Error Distribution menunjukkan distribusi kesalahan di seluruh data, membantu untuk 
memeriksa apakah kesalahan terdistribusi secara acak atau terdapat bias dalam prediksi. 

III.Hasil dan Pembahasan 

Penelitian ini secara khusus menerapkan dan membandingkan metode machine learning, yaitu Random 
Forest dan XGBoost, untuk memprediksi prestasi akademik siswa dengan memasukkan variabel-variabel yang 
merepresentasikan faktor internal dan eksternal secara bersamaan. Mengacu pada alur penelitian, tahap 
pertama dalam penelitian ini adalah Pengumpulan Data (Data Collection), di mana data yang digunakan 
merupakan data numerik dari Kaggle yang berformat CSV, terdiri dari 20 kolom dan 6606 baris data yang 
mencakup faktor internal dan eksternal akademik siswa. Data tersebut terdiri dari dua fitur, yaitu fitur numerik 
dan fitur kategorik. Selanjutnya, tahap Preprocessing mempersiapkan data dengan mengekstrak fitur X dan 
fitur Y, dengan target yang ditetapkan adalah kolom “Exam_Score” yang akan digunakan untuk pemodelan 
data. Tahap berikutnya adalah pembagian data (Split Data), di mana data training mencakup 80% dari total 
6606 baris data, dan sisanya, yaitu 20%, digunakan untuk data testing.  

Pada tahap selanjutnya, yaitu Modeling Data, penelitian ini menggunakan dua algoritma, yakni Random 
Forest dan XGBoost. Kedua algoritma tersebut diimplementasikan menggunakan parameter baseline yang 
mengacu pada praktik umum dan rekomendasi dokumentasi algoritma untuk masalah regresi. Parameter ini 
dipilih untuk menjaga keseimbangan antara akurasi prediksi, risiko overfitting, dan efisiensi komputasi. Tabel 
2 menunjukkan parameter yang digunakan pada kedua algoritma tersebut. 

Tabel 2.  Parameter Random Forest dan XGBoost 

Parameter 

Random Forest XGBoost 

n_estimators = 200 n_estimators=300 

random_state = 42 learning_rate=0.05 

n_jobs = -1 max_depth=5 

 subsample=0.8 

 colsample_bytree=0.8 

 random_state=42 

 objective="reg:squarederror" 

 

Parameter pada Tabel 2 digunakan sebagai konfigurasi baseline untuk membandingkan performa Random 
Forest dan XGBoost secara adil. Penelitian ini tidak menerapkan hyperparameter tuning sistematis (Grid 
Search atau Random Search) pemilihan parameter didasarkan pada praktik umum dan uji coba awal 
(preliminary run) pada data latih untuk memperoleh konfigurasi yang stabil serta efisien secara komputasi. 

Bagian Random Forest, n_estimators = 200 dipilih untuk menghasilkan prediksi yang lebih stabil (variansi 
lebih kecil) tanpa meningkatkan waktu komputasi secara berlebihan. random_state = 42 digunakan untuk 
memastikan hasil eksperimen reprodusibel, sedangkan n_jobs = -1 digunakan agar proses pelatihan 
memanfaatkan seluruh inti prosesor sehingga lebih efisien. 

Bagian XGBoost, learning_rate = 0.05 dipilih sebagai laju pembelajaran yang relatif konservatif agar proses 
boosting lebih bertahap sehingga membantu mengurangi risiko overfitting. max_depth = 5 digunakan untuk 
membatasi kompleksitas pohon sehingga model tidak terlalu mengikuti noise data. Selanjutnya, subsample = 
0.8 dan colsample_bytree = 0.8 digunakan sebagai teknik regularisasi berbasis sampling untuk menurunkan 
korelasi antar pohon dan meningkatkan kemampuan generalisasi model. Parameter objective = 
"reg:squarederror" dipilih karena target yang diprediksi berupa nilai kontinu (regresi), sedangkan random_state 
= 42 digunakan untuk konsistensi hasil. 

Memasuki tahap Modeling Data, di mana parameter yang telah ditentukan diterapkan, proses dimulai 
dengan melakukan training model menggunakan algoritma Random Forest terlebih dahulu. Setelah itu, 
dilakukan training model menggunakan algoritma XGBoost. Kedua model tersebut dilatih dengan 
menggunakan data yang telah diproses pada tahap sebelumnya, dengan tujuan untuk membandingkan kinerja 
keduanya dalam memprediksi prestasi akademik siswa. Proses training dilakukan dengan mengoptimalkan 
parameter baseline yang digunakan pada masing-masing algoritma, serta memastikan kedua model mampu 
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menangani data dengan baik untuk menghasilkan prediksi yang akurat. Hasil dari modeling dapat kita lihat 
pada Tabel 3 yang merupakan perbandingan metode evaluasi yang digunakan 

Tabel 3.   Hasil Evaluasi Algorima Random Forest dan XGBoost 

Algoritma RMSE MAPE R2 

Random Forest 2.164 1.576% 0.669 

XGBoost 1.909 1.003% 0.742 

 

Berdasarkan hasil yang ditampilkan pada Tabel 3, XGBoost memiliki nilai RMSE yang lebih rendah 
(1.909) dibandingkan dengan Random Forest (2.164), yang menunjukkan bahwa XGBoost memberikan 
prediksi dengan kesalahan yang lebih kecil. Selain itu, MAPE pada XGBoost juga lebih rendah (1.003%) 
dibandingkan dengan Random Forest (1.576%), mengindikasikan bahwa XGBoost lebih akurat dalam hal 
persentase kesalahan. Di sisi lain, nilai R2 XGBoost (0.742) lebih tinggi daripada Random Forest (0.669), yang 
menunjukkan bahwa XGBoost memiliki kemampuan yang lebih baik dalam menjelaskan variabilitas data. 
Secara keseluruhan, XGBoost menunjukkan performa yang lebih baik dibandingkan dengan Random Forest 
dalam hal prediksi prestasi akademik siswa pada dataset ini. 

 

Gambar 4. Visualisasi data Predicted vs Actual Random Forest dan XGBoost 

Gambar 4 di atas menunjukkan visualisasi perbandingan antara nilai prediksi dan nilai aktual untuk model 
Random Forest (kiri) dan XGBoost (kanan). Pada kedua grafik, garis putus-putus merah mewakili garis 
referensi di mana nilai prediksi dan nilai aktual seharusnya sama. Grafik untuk XGBoost menunjukkan pola 
yang lebih rapat di sekitar garis referensi, mengindikasikan bahwa model XGBoost memberikan prediksi yang 
lebih akurat dan lebih mendekati nilai aktual dibandingkan dengan Random Forest. Sebaliknya, grafik untuk 
Random Forest menunjukkan penyebaran yang lebih lebar, yang mengindikasikan adanya kesalahan prediksi 
yang lebih besar. Hal ini sesuai dengan hasil evaluasi yang menunjukkan bahwa XGBoost memiliki kinerja 
yang lebih baik dibandingkan dengan Random Forest dalam memprediksi prestasi akademik siswa. 

 

Gambar 5. Visualisasi data Residual Plot Random Forest dan XGBoost 

Grafik yang ditampilkan pada Gambar 5 merupakan grafik residu perbandingan antara model Random 
Forest (kiri) dan XGBoost (kanan) dengan residuals pada sumbu vertikal dan nilai prediksi pada sumbu 
horizontal. Pada grafik Random Forest, terlihat bahwa residu tersebar lebih lebar dan tidak sepenuhnya acak 
di sekitar garis nol, dengan beberapa titik residual yang cukup besar, mengindikasikan adanya bias atau 
kesalahan prediksi yang lebih signifikan pada model ini. Sebaliknya, pada grafik XGBoost, residu lebih 
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terpusat di sekitar garis nol, dengan penyebaran yang lebih sempit dan lebih acak, menunjukkan bahwa model 
XGBoost mampu menghasilkan prediksi yang lebih tepat dan dengan kesalahan yang lebih kecil dibandingkan 
dengan Random Forest. Jika dibandingkan dengan grafik "Predicted vs Actual" sebelumnya, XGBoost 
menunjukkan konsistensi yang lebih baik baik dalam hal akurasi prediksi maupun kesalahan residual, 
sementara Random Forest menunjukkan penyebaran yang lebih besar baik pada nilai prediksi maupun residual. 

 

Gambar 6. Visualisasi Distribusi Error Algoritma Random Forest dan XGBoost 

Grafik distribusi error yang ditunjukkan pada Gambar 6 diatas membandingkan distribusi kesalahan (error) 
antara model Random Forest (RF) dan XGBoost (XGB). Terlihat bahwa error pada model XGBoost (garis 
hijau) lebih terpusat di sekitar nol dan memiliki distribusi yang lebih sempit dibandingkan dengan model 
Random Forest (garis biru), yang menunjukkan bahwa kesalahan prediksi pada XGBoost lebih kecil dan lebih 
konsisten. Sebaliknya, error pada model Random Forest cenderung lebih tersebar dengan beberapa nilai error 
yang lebih besar. Hal ini mengindikasikan bahwa XGBoost menghasilkan prediksi yang lebih akurat dengan 
kesalahan yang lebih terkontrol, sementara Random Forest memiliki kesalahan yang lebih besar dan lebih 
variatif. Grafik ini menegaskan hasil sebelumnya yang menunjukkan kinerja XGBoost yang lebih baik dalam 
memprediksi prestasi akademik siswa. 

IV. Kesimpulan dan saran 

Berdasarkan hasil evaluasi dan visualisasi yang diperoleh, dapat disimpulkan bahwa model XGBoost secara 
keseluruhan menunjukkan kinerja yang lebih baik dibandingkan dengan Random Forest dalam memprediksi 
prestasi akademik siswa. Evaluasi menunjukkan bahwa XGBoost memiliki nilai RMSE yang lebih rendah 
(1.909), MAPE yang lebih kecil (1.003%), dan nilai R2 yang lebih tinggi (0.742) dibandingkan dengan 
Random Forest. Hal ini mengindikasikan bahwa XGBoost mampu menghasilkan prediksi yang lebih akurat 
dan lebih baik dalam menjelaskan variabilitas data. Temuan ini memiliki implikasi penting dalam 
pengembangan model prediksi akademik, yang dapat membantu pengambilan keputusan yang lebih baik dalam 
pendidikan. Untuk penelitian selanjutnya, disarankan untuk mengeksplorasi penggunaan teknik ensemble atau 
model lain yang dapat meningkatkan akurasi prediksi lebih lanjut, serta mempertimbangkan faktor-faktor 
eksternal lainnya yang mungkin berpengaruh terhadap hasil akademik siswa. 
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