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Introduction 

Sentiment analysis is a process of automatically extracting, processing and understanding data in the form of 

unstructured text to retrieve sentiment information in a sentence of opinion [1]. Sentiment analysis can be applied to 

opinion in all fields, such as economics, politics, society and law. The social media Twitter allows researchers to 

study emotions, moods, and public opinion through sentiment analysis [2]. To perform sentiment analysis, several 

methods can be used, including the Support Vector Machine (SVM) Algorithm, Naïve Bayes Classifier (NBC), K-

Nearest Neighbor (KNN), Decision Tree, and so on [3]. 

Previous researchers used sentiment analysis to assess the opinion and tendency of an opinion on a topic, 

whether negative, neutral or positive [4][5]. The data obtained to perform sentiment analysis is usually obtained 

from social media Twitter [6][7][8]. Twitter is used because most popular or trending news comes from it [9]. 

Furthermore, one of the news that has been trending in Indonesia is about the covid 19 vaccination. 

Currently, several types of COVID-19 vaccines are available in Indonesia, including Astra Zeneca, China 

National Pharmaceutical Group Corporation (Sinopharm), Moderna, Pfizer-BioNTech, and Sinovac Biotech Ltd 

[10]. Covid-19 vaccination in Indonesia still becomes a pro and con [11]. In this study, we will analyze sentiment on 

Twitter regarding the covid 19 vaccination in Indonesia. 

The method used is the Support Vector Machine (SVM) Algorithm and a hybrid between SVM and XGBoost, 

commonly called XGBSVM. These two methods are often used to perform sentiment analysis because they have 

fairly high accuracy. Research on the use of the XGBoost method conducted by Kaddafi, Rohmat, and Vandha [12] 

resulted in an accuracy of 90.10%. Another study [13] using the support vector machine algorithm resulted in an 

accuracy of 92.67%. 

Research Article       Open Access (CC–BY-SA) 

Abstract 

The coronavirus has become a global pandemic and has spread almost all over the world, including Indonesia. The spread of 

COVID-19 in Indonesia causes many negative impacts. Therefore, the government took vaccination measures to suppress the 

spread of COVID-19. The public's response to vaccination was quite diverse on Twitter, some were supportive, and some were 

not. The data used in this study came from Twitter which was taken using the emprit drone portal by using the keyword, 

"vaccination." The classification is conducted using the SVM and hybrid methods between SVM and XGBoost or what is 

commonly called XGBSVM. The purpose of this study is to provide an overview to the public on whether the Covid-19 

vaccination tends to create positive, neutral, or negative opinions. The results of the sentiment evaluation show that SVM has 

the highest accuracy of 83% with 90:10 data splitting. On the other hand, the XGBSVM produces 79% accuracy with 90:10 data 

splitting. 
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This comparative research is to get the best accurate results from the two methods. To improve this accuracy, 

this research combines it with the XGBoost algorithm. XGBoost is a decision tree or regression tree-based boosting 

algorithm [14]. Previous research [15] performed a hybrid SVM with XGBoost and named it XGBSVM. 

To produce the best accuracy of the method used, his study conducted several trials by comparing test data and 

training data, 70:30, 80:20, and 90:10 respectively. It can be seen from some of these trials that the method produces 

the highest accuracy in sentiment analysis of the COVID-19 vaccination in Indonesia. 

Method  

This study uses a research methodology flow to facilitate research work shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The flow of Research Methodology 

The following is an explanation of the research methodology. 

A. Preprocessing  

The preprocessing stage is the initial stage of cleaning up unnecessary words or words that have no meaning. 
The whole process is done using the python3 program, so it's done automatically. There are several stages used 
in this preprocessing stage. 

1. Case Folding 

Case Folding is a process in text preprocessing that is carried out to uniform the characters in the data? The 
case folding process is the process of converting all letters into lowercase letters [16][17]. This is done so that all 
words can be uniform. Examples of case folding applications include the word 'Online' becomes 'online,' 'That' 
becomes 'that.' 

2. Cleaning 

Cleaning is a process to remove punctuation marks, numbers, symbols, URL links, and usernames in the text 
[18]. The frequent appearance of symbols, punctuation marks, and numbers in public comments make the data 
ineffective and meaningless. 

3. Tokenizing 

Tokenizing is the process to break the document text into sentences and into words [19]. This stage is the 
process of grouping the text's contents, which were originally in the form of sentences to become units of words. 

4. Filtering 

Filtering is the process of removing meaningless words in the document [20]. List of unimportant words like 
'and, but, that, why, like, which' and so on. 
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5. Stemming 

Stemming is a process to find the root word of each word in the document by removing affixes, both 
prefixes, and suffixes [20]. This process returns the word to its basic word by removing the affixes in front and 
after the words, for example, 'troublesome' becomes 'repot,' 'understanding' becomes 'understand’. 

B. TF-IDF 

TF IDF is done after the preprocessing stage. In this word weighting, every word that has passed the 
preprocessing process was parsed first and stored in the database [21].  
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Figure 2. Flowchart TF-IDF [21] 

Figure 2 illustrates the word weighting stage using the term frequency-inverse document frequency (TF-
IDF) method, where the list of stemming terms was calculated to determine the weight of words by calculating 
the number of term frequency documents (tf) first, then calculating the value of the number of documents that 
have a term (df), and then calculate the IDF value with the formula log=N/df, where N is the number of all 
existing documents. After the TF and IDF values had been obtained, the last step was to determine the word 
weight by multiplying TF and IDF with the formula Wdt=TFdt x IDFt. The results of this calculation process 
were stored in the database and were continued with the next stage to calculate the cosine similarity, which was 
the final stage of the process. 

C.  Split data 

In this study, the data split started from 90:10, 80:20, and 70:30. This data split aimed to perform the best 
accuracy results. 

D. Evaluation 

The evaluation was used to see the results of accuracy, recall, and f1-score. 

 

 

Results and Discussion  

The following results were produced in this study using multiple data splits using the Support Vector Machine and 
XGBoost-Support Vector Machine (XGBSVM) methods. 

A. Support Vector Machine (SVM) 

Figure 3 is the result of a 70:30 data split using SVM. 
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Figure 3. Split Data 70:30 SVM 

 

From the 70:30 data split, the accuracy result is 78%. This result is relatively high, although it is still low 

compared to other studies such as [22]. Then in Figure 4 is an 80:20 data split. 

 

Figure 4. Split Data 80:20 SVM 

 

Figure 4 shows that the accuracy decreased from 0.2% to 76%. In precision, recall, and f1 scores were decreased 

compared to the previous split data. The following experiment used a 90:10 data split. 

 

Figure 5. Split Data 90:10 SVM 

 

Figure 5 shows an increase of 0.4% accuracy, which is 83%. This indicates that the fewer data set testing is 

used, the higher the accuracy results produced. Table 1 is the result of a comparison of split data using the Support 

Vector Machine (SVM) method. Table 1 shows that the highest data splitting result in the SVM method is 90:10 

with an accuracy of 83%. 

Table 1. Comparison of data splitting with the SVM method 

Accuracy 

Split Data SVM 

70 : 30 78% 

80 : 20 76% 

90 :10 83% 
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B. XGBSVM 

Figure 6 is the result of a 70:30 data split. 

 

Figure 6. data split 70:30 XGBSVM 

 

The resulting accuracy of XGBSVM yielded an accuracy of 70%. This is low compared to SVM alone which 

produced a higher yield of 0.6. The next step was to do an 80:20 data split. 

 

Figure 7. Split Data 80:20 XGBSVM 

 

Figure 7 shows that the results still produced the same accuracy as the 70:30 data split. Then the next 

experiment used 90:10 data splitting. 

 

Figure 8. Split Data 90:10 XGBSVM 

 

Figure 8 shows that using lower testing data resulted in high accuracy compared to the others. The following is a 

comparison of split data using XGBSVM. Table 2 shows the same thing as the previous comparison using SVM. 

Using less testing data result in a fairly significant increase in accuracy, which is around 0.9. 

 

Table 2. Comparison of data splitting with XGBSVM 

Accuracy  

Split Data SVM 

70 : 30 70% 
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Accuracy  

Split Data SVM 

80 : 20 70% 

90 :10 79% 

 

Conclusion  

After completing the sentiment analysis stage with the object of Covid-19 vaccination in Indonesia on Twitter 

with a total of 700 tweets, it can be concluded that three data splits, 70:30, 80:20, and 90:10, have different 

accuracy. The SVM method with 90:10 data splits has the highest accuracy compared to other data splits, 83%, 

compared to the other two data splits, such as 80:20 data split at 76%, and 70:30 data splits with 78% accuracy. 

Then, when the SVM method was combined with the XGBoost method called the XGBSVM method, it produced 

slightly decreased accuracy for the three data splits. The results for splitting 90:10 received 79% accuracy, splitting 

80:20 and 70:30 data produced the same accuracy of 70%. This proves that in this study the SVM method was not 

be able to show optimal performance even though it had been hybridized with the XGBoost (XGBSVM) method. 

Therefore, it is necessary to improve the SVM method by using feature selection such as the filter method, 

Wrapper method, and embedded method. In addition, it can also be compared with other methods such as nave 

Bayes, random forest, KNN, and other methods. Eventually, it can be concluded that such a method is the best for 

conducting sentiment analysis on the object of vaccination in Indonesia. 
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