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Introduction 

Handwriting recognition especially the cursive type is research in the area of image processing and pattern 

matching that is very difficult to conduct because the characteristics of each person's cursive handwriting [1] could be 

various such as [2]: alphabet writing style, letter size, direction writing, thickness, etc. [3]. This [4] becomes an 

obstacle in the current cursive handwriting recognition system [5]. 

One method that can be used to recognize cursive handwriting is Artificial Neural Network (ANN) [6] [7]. ANN 

is a neural network [8] which consists of a large number of information processing elements (neurons) [9] [10] which 

are interconnected and work together to solve a particular problem, including the problem of handwriting image 

recognition [11] [2] [13]. Several researches on to offline cursive handwriting recognition have been previously carried 

out. Research [14] applied ANN to identify offline cursive handwriting using the gradient descent back propagation 

method with an accuracy of 97%. On the other hand, study [15] applied ANN to identify offline Arabic cursive 

handwriting using the feed forward neural network method at the classification stage with an accuracy of 83% for all 

characters and 96% for some characters. Another research [16] applied ANN to identify cursive handwriting and 

offline non-continuous handwriting using the Support Vector Machine (SVM) algorithm with an accuracy of 97.2%. 

Research [17] applied ANN and Hidden Markov Model to identify Malayalam cursive handwriting (South Indian 

language) with 93.4% accuracy. Research [18] applied ANN and Genetic Algorithm to identify offline Arabic cursive 

handwriting with 98% accuracy. Research [2] applied ANN and SVM to identify offline cursive handwriting with 

98% accuracy. 

 

This study applies the ANN method in offline handwriting recognition. The cursive handwriting image used was 

obtained from the respondent who wrote cursively. Data acquisition was then carried out and produced a cursive 

handwriting image in .JPG format. Segmentation was done using bounding box rectangles and contours. The modeling 

process was carried out using TensorFlow and hard. The recognition model used was the ANN architecture. The 

results of the study are expected to be able to recognize offline cursive handwriting. 

Research Article       Open Access (CC–BY-SA) 

Abstract 

Identifying a writing is an easy thing to do for human, but this does not apply to computers, in particular if it is handwriting. 

Handwriting recognition, especially cursive handwriting is a research in the area of image processing and pattern matching that is 

challenging to complete, following the different characteristics of each person's cursive handwriting style. In this study, the use 

of the ANN model will be implemented in performing offline handwriting image recognition. The cursive handwriting image that 

has been obtained is then preprocessed and segmented using bounding box rectangle and contour techniques. Evaluation of system 

performance using global performance metrics in this study resulted in a percentage of 93% where the bounding box and contour 

succeeded in determining the segmentation point correctly, so that the ANN model worked optimally. 
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Methods 

This research was carried out in several stages to perform offline cursive handwriting recognition using the ANN 

model as can be seen in Figure 1. The first stage carried out was to input data in the form of 92 cursive handwriting 

images that had gone through the scanning process and saved in .JPG format. The next stage was preprocessing the 

cursive handwritten image, which consists of several processes such as grayscale, binaryization, edge detection, dilation 

morphology operations, thinning and deskew. After the preprocessing stage, the segmentation stage using bounding 

box and contour techniques was carried out. The last stage in was introduction. At this stage, trials were carried out on 

the system which was expected to be able to recognize cursive handwriting. The stages in this research can be seen in 

Figure 1. 

 

 

Figure 1.  Research Methods (Stages) 

 

A. Dataset of handwriting images 

The dataset used in this study was cursive handwriting images obtained from respondents who wrote cursive 

handwriting. Then, the data acquisition process was carried out on cursive handwriting images and stored in .JPG 

format with a total of 300 images. The cursive handwriting images consist of 1-word handwriting images and 2-word 

handwritten image. An example of the dataset used can be seen in Figure 2. 

                  
                                                                       (a)                                                                                        (b) 

Figure. 2  Example of Images used. (a). 1-word image, (b). 2-word image 

 

B. Preprocessing of cursive handwriting images 

The initial stage was preprocessing which was conducted in several steps as follows: 

1. Converting an RGB image to grayscale as can be seen in Figure 3. This study applied the OpenCV library to 

perform the grayscale process on a cursive handwriting image. Grayscale implementation with the cvtColor() 

function [19]. The following pseudocode used OpenCV to process grayscale images. 

 

 

 

 

 

 

Figure. 3 Grayscale Image Process 

img = cv.imread(dir_path + file) 

gray_img = cv.cvtColor(img, 

cv.COLOR_BGR2GRAY) 
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2. Conducting binary process on grayscale image so that the image has only 0 or 1 value. This process used 

library OpenCV which is the threshold function [20] as shown in the following pseudocode snippet: 

 

 

 

 

 

Declaration of a function with the name of _binarize with parameter of self and img, then declare a variable of 

threshold_img which served to store the value of the function cv.threshold(img,0,255, cv.THRESH_OTSU) consisting 

of 4 parameters [21]. The first parameter was a cursive handwriting image to processed; the second parameter was the 

value of the threshold, which is 0; the third parameter was the maximum value of the threshold, which is 255 [22]; 

and the fourth parameter was the type of threshold used, namely thresh_otsu [23]. Then, function call was conducted 

as follow: 

 

 

 

The binarization process of cursive handwriting image can be seen in Figure 4 

 

Figure. 4 Image Binarization Process 

3. Performing binary image edge detection to identify the boundary line of an object contained in a cursive 

handwriting image using the canny() and sobel() operators [24] by the following pseudocode: 

 

 

 

 

 

 

 

 

Edge detection was done by declaring the slant_corrector function with self and img parameters, by declaring 

the edges variable which was used to store the value of the cv.Canny(img, 100, 200) function which consisted of 3 

parameters. The first parameter was the cursive handwriting image to be processed, the second one was the value of 

threshold 1 which was 100, and the third parameter was the value of threshold 2 which was 200. Edges that have been 

processed using the canny() function [25] were then processed using sobel by declaring img_sobelx = cv.Sobel(edges, 

cv.CV_8U, 1, 0, ksize=0) and img_sobely = cv.Sobel(edges, cv.CV_8U, 0, 1, ksize=0) to calculate edges both 

horizontally and vertically. The sobel x operator parameter consisted of 5 parameters [26]: the first parameter was a 

cursive hanadwriting image tto be processed, the second parameter was unsigned 8 bits, the third parameter was x-

order with the value of 1, the fourth parameter was y-order with the value of 0, and the last parameter was the size of 

the sobel kernel which was 0. The parameters used in the sobel y operator in this study consisted of 5 parameters [27]: 

the first parameter was a cursive handwriting image to be processed, the second parameter was unsigned 8 bits, the 

third parameter was x-order with a value of 0, the fourth parameter is y-order which was 1, and the last parameter was 

the size of the sobel kernel which was 0. After declaring img_sobelx and img_sobely, the variable img_sobel = 

img_sobelx + img_sobely was then declared in order to compute the value of edge detection horizontally and 

vertically. The edge detection process in the cursive handwriting image can be seen in Figure 5. 

 

def _binarize(self, img): 

        _, treshold_img = cv.threshold(img,0,255, 

cv.THRESH_OTSU) 

        return treshold_img 

binarized_img =  self._binarize(denoised_img) 

def _slant_corrector(self, img): 

        edges = cv.Canny(img, 100, 200) 

        img_sobelx = cv.Sobel(edges, cv.CV_8U, 1, 0, 

ksize=0) 

        img_sobely = cv.Sobel(edges, cv.CV_8U, 0, 1, 

ksize=0) 

        img_sobel = img_sobelx + img_sobely 

        return img_sobel 
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Figure. 5 Image Edge Detection Process using Operator Canny and Sobel 

4. Performing a dilation morphology process in order to enhance the cursive handwriting image in the thinning 

process [28] and at the segmentation stage, using the function in OpenCV dilate(). 

 

 

 

 

The dilated_img variable was used to store the value of the cv.dilate(img, self.kernel, iterations = 1) function which 

consisted of 3 parameters. The first parameter was a cursive handwriting image to be processed; the second parameter 

was the value of the kernel used; and the third parameter was the iteration value of the dilation to be performed. This 

study applied the dilation iteration value of 1. The morphological process of dilation [29] on the cursive handwriting 

image can be seen in Figure 6. 

 

Figure. 6 Image Dilation Morphology Operation Process 

5. Perform a thinning process to obtain a one-pixel-sized image that would be used in the segmentation process. 

The thinning process was carried out with the function in OpenCV, namely ximgproc.thinning() as can be 

seen in the following code snippet: 

 

 

 

 

The thinning_image variable was used to store the value of the cv.ximgproc.thinning(img) function which consisted 

of 1 parameter, the cursive handwriting image to be processed. The thinning process on the cursive handwriting image 

can be seen in Figure 7. 

 
Figure. 7 Image Thinning Process 

C. Segmentation of cursive handwriting image 

The segmentation process was carried out to determine the right cut point by using the image from the previous 
thinning process. Images from segmentation process were in the form of image pieces of letters that will be used in the 
image recognition process of cursive handwriting. Segmentation was performed using the following techniques: 

1. Bounding box is an imaginary box around the handwriting image object so that the object has an area that is not 

wide. The implementation of the bounding box technique is carried out using the cv.boundingRect() function as 

can be seen in the following pseudocode: 

 

 

This function will loop over the contour with a contour as the parameter of the bounding box. 

def _dilate_image(self, img): 

        dilated_img = cv.dilate(img, self.kernel, iterations = 1) 

        return dilated_img 

def _thining_image(self, img): 

        thinning_image = cv.ximgproc.thinning(img) 

        return thinning_image 

boundingBoxes = [cv.boundingRect(c) for c in 

contours] 
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2. The next process after finding the bounding box is to determine the contour using cv.findContours() through the 

following pseudocode: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The pseudocode was used to find a contour in a cursive handwriting image with three parameters. The first parameter 

was a cursive handwriting image, the second parameter was the type of contour capture, namely 

cv.RETR_EXTERNAL, and the last parameter was used to determine the point of the contour. After finding the 

contour, the next step was to declare a bounding box to wrap the contour found in the cursive handwriting image. 

Then, sorting was done on the contour and the bounding box. The next process was to iterate over the contour and to 

find the area of the contour in the cursive handwriting image provided that if the area is more than 100000 then a 

bounding box is given to wrap the contour. After that, the cursive handwriting image was stored in the words folder. 

The segmentation algorithm which is to determine the exact point of intersection of the letters from the cursive 

handwriting image was carried out by the following algorithm: 

1. Read the image of the preprocessing process. 

2. Determine the bounding box and contour of the preprocessing image. 

3. Determine the minimum value of the pixel threshold, the minimum value of the separation threshold, and the 

minimum value of the round letter threshold. 

4. Create functions for histogram, most_frequent, and baseline 

5. Find the most_frequent range of contour values from the histogram. 

6. Compare the value of the most_frequent contour of the histogram obtained. If the value of the most_frequent 

range of the contour of the histogram < the minimum pixel threshold, it will enter segment 1. But, if the value 

of segment 1 > of the minimum value of the separation threshold then enter segment 2. 

7. Eliminate circles in the segmentation area. 

8. After removing the circles, cut the sentence into letters and save the illustration of the segmentation 

visualization into the seg_visualize folder. 

 

The segmentation process of cursive handwriting image can be seen in. Figure 8. 

 

 

 

contours, _ = cv.findContours( 

                final_thr, 

                cv.RETR_EXTERNAL, 

                cv.CHAIN_APPROX_SIMPLE 

            ) 

boundingBoxes = [cv.boundingRect(c) for c in contours] 

            (contours, boundingBoxes) = zip( 

                *sorted( 

                    zip(contours, boundingBoxes), key=lambda b: 

b[1][0], reverse=False)) 

 

for cnt in contours: 

                area = cv.contourArea(cnt) 

                if area > 100000: 

                    print('conuntours--------', cnt) 

                    print('area----------', area) 

                    print ('Area= ',area) 

                    x,y,w,h = cv.boundingRect(cnt) 

                    print (x,y,w,h) 

                    letterBgr = txt_line[0:txt_line.shape[1],x:x+w] 

                    wordImgList.append(letterBgr) 

                    words_result_path = 

"./result/words/{}.jpg".format(self.words_count) 

                    cv.imwrite(words_result_path,letterBgr) 

                    self.words_count += 1 

            cl=cl+1 
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Figure. 8 Image Segmentation Process 

D. Cursive handwriting image recognition with ANN 

Recognition is the third or the final stage in this study. This was carried out to identify the reading of cursive 

handwriting image by a computer, by implementing the following pseudocode: 

 

 

 

 

 

This study imported matplotlib, numpy, keras[28], OpenCV, and os library with the following pseudocode: 

K.common.set_image_dim_ordering('th') 

 

model=load_model('./data/modelnewv1.h5') 

print(model.summary()) 

 

import string 

letter_count = dict(zip(string.ascii_lowercase, range(1,27))) 

print('Letter_count: ',letter_count.items()) 

 
x=[] 

res=[] 

fname=[] 

folder='./result/resized_images/' 

dirFiles=os.listdir(folder) 

dirFiles = sorted(dirFiles,key=lambda x: 

int(os.path.splitext(x)[0])) 

 

After importing the library, the model and the resulting letter image were the imported at the segmentation process 

using the following pseudocode: 

for filename in dirFiles: 

    imt = cv2.imread(os.path.join(folder,filename)) 

    gray = cv2.cvtColor(imt,cv2.COLOR_BGR2GRAY) 

    _, imt = cv2.threshold(gray,0,255,cv2.THRESH_OTSU) 

    if imt is not None: 

        imt = imt.reshape((-28)) 

        imt=imt/255 

        x.append(imt) 

        fname.append(filename) 

 

x=np.array(x);     

predictions = model.predict(x) 

classes = np.argmax(predictions, axis=1)     

 

from matplotlib import pyplot as plt 

import numpy as np 

from keras.models import load_model 

import cv2 

import os 

import numpy 

from keras import backend as K 
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for i in range(len(classes)): 

    imt = cv2.imread(os.path.join(folder,dirFiles[i])) 

    print([k for k,v in letter_count.items() if v == classes[i]]) 
 

Next, the cursive handwriting image was converted into an array form, which was then repeated. The final stage was 

to perform the image recognition of the cursive handwriting. 

E. Calculation of Cursive handwriting image recognition accuracy 

The performance evaluation of the implemented algorithms consisted of: 

1. Letter segmentation accuracy 

Segmentation performance in this study was measured using the Performance Metric Segmentation (FMS) 

[1] parameter which is a comparison of the results of two trial processes between successful segmentation of each 

letter (Detection Rate Segmentation/DRS) and the sum of the true letter segmentation recognition (Recognition 

Accuracy Segmentation/ RAS). The total segmentation and the recognition of each letter segmentation results can be 

seen in the following equation [1]: 

RASDRS

RASDRS
FMS

+
=

.2            (1) 

 

The values of the Detection Rate Segmentation and Recognition Rate Segmentation were calculated using the number 

of groundtruth segmentations, the number of segmentation results from the program, and the number of true 

segmentation results from the program. Detection Rate Segmentation is the comparison of the number of segmentation 

results from the program with the number of groundtruth segmentations, while Recognition Accuracy Segmentation 

is the comparison of the number of true segmentation results from the program with the number of segmentation 

results from the results of program trials using equation [1]: 

GS

RS
DRS =            (2) 

MS

RS
RAS =              (3) 

Where GS is the number of groundtruth segmentation which is the number of true segmentation program results and 

the number of segmentation program results. 

 

2. Image recognition accuracy 

 Letter recognition performance in this study was measured using the Recognition Performance Metric parameter 

( ), which is a comparison of the results of the multiplication of the two trial processes between successful each letter 

recognition (Detection Rate Recognition / DRP) and the sum of true letter recognition (Recognition Accuracy / RA). 

The total recognition and the results of each letter recognition can be seen in the following equation [1]: 

 

RADRP

RADRP
FMP

+
=

.2
           (4) 

 

 

The Detection Rate Recognition (DRP) and Recognition Accuracy (RA) values were performed using the 

parameters of the number of letters recognized by the program, the number of letters of groundtruth, and the number 

of letters correctly recognized by the program. Detection Rate Recognition is a comparison of the number of letters 

recognized by the program with the number of groundtruth letters, while Recognition Accuracy is a comparison of 

the number of letters recognized by the program with the number of letters correctly recognized resulting from the 

correct program test using equation [1]: 

GP

RP
DRP =            (5) 

MP

RP
RA =            (6) 

 

Where GP is the number of groundtruth letters, RP is the number of letters correctly recognized by the program 

and MP is the number of letters recognized by the program. 
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Results and Discussion  

The experiment was carried out on 300 cursive handwriting images. For example, the results of segmenting the 

cursive handwriting image into letter pieces and recognition can be seen in Table 1. 

 

Table 1. Images of Segmentation and Recognition Results 
No. Original 

Image 

Image from 

Segmentation 

Recognition 

Results 

1 
 

 

bola 

2 

  

badai 

3 

  

gigih 

4 

 
 

joke 

5 

  
gelas 

6 

  

blue house 

7 

  

data campus 

8 

 
 

tasbih kakek 

9 

 

 

cagily day 

10 

 
 

quite noise 

 
Table 1 shows the original image and the image after the segmentation process on the cursive handwriting image. 

The original image is a 1-word image, while the image from the segmentation process is an image of splitting 1-word 
into letters. Table 1 illustrates that the bounding box and contour techniques were successful in the segmentation process 
and the ANN implementation was successful in recognizing the letter image resulting from the segmentation process. 

A. Segmentation Accuracy Results by Global Perfomance Metrics 

Based on the results of the cursive handwriting recognition trials that have been carried out, the performance of the 
recognition system that has been built can be obtained by calculating the Performance Metric (FM) and Global 
Performance Metric (SM) values using the parameters of Detection Rate (DR) and Recognition Accuracy (RA) as 
shown in Table 2. 

 

Table 2. Recognition Accuracy Results 

No. Segmentation 

Results Image 

Recognition 

Results 

GS RS MS 

 

1 

 

 

bola 

 

3 

 

3 

 

3 

 

2 

 

 

badai 

 

4 

 

4 

 

4 
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No. Segmentation 

Results Image 

Recognition 

Results 

GS RS MS 

 

3  
 

 

gigih 

 

4 

 

4 

 

4 

 

4  
 

 

joke 

 

3 

 

3 

 

3 

 

5 
 

 

 

gelas 

 

4 

 

4 

 

4 

6 

 

blue house  

4 

 

4 

 

4 

7 

 

data campus  

4 

 

4 

 

4 

8 

 

tasbih kakek  

4 

 

4 

 

4 

9 

 

cagily day  

3 

 

3 

 

3 

10 

 

quite noise  

4 

 

4 

 

4 

 

As example, in the image of the word of “bola”, the results of the segmentation test was obtained by the following 

figures: GS = 3, RS = 3, and MS = 3, therefore 𝐷𝑅𝑆 =  
𝑅𝑆

𝐺𝑆
=  

3

3
= 1, and 𝑅𝐴𝑆 =  

𝑅𝑆

𝑀𝑆
=  

3

3
= 1. The Performance Metric 

Segmentation (FMS) value of the entire “bola” handwriting image is given as 𝐹𝑀𝑆 =  
2𝐷𝑅𝑆.𝑅𝐴𝑆

𝐷𝑅𝑆+𝑅𝐴𝑆
=  

2.1.1

1+1
= 1𝑥100% =

100%. 

 

In the image that contains the word of “badai”, the results of the segmentation test was obtained by the following 

figures: GS = 4, RS = 4, and MS = 4, therefore 𝐷𝑅𝑆 =  
𝑅𝑆

𝐺𝑆
=  

4

4
= 1, and 𝑅𝐴𝑆 =  

𝑅𝑆

𝑀𝑆
=  

4

4
= 1. The Performance Metric 

Segmentation (FMS) value of the entire “badai” handwriting image is given as 𝐹𝑀𝑆 =  
2𝐷𝑅𝑆.𝑅𝐴𝑆

𝐷𝑅𝑆+𝑅𝐴𝑆
=  

2.1.1

1+1
= 1𝑥100% =

100% 

 

In the image that contains the word of “gigih”, the results of the segmentation test was obtained by the following 

figures: GS = 4, RS = 4, and MS = 4, therefore 𝐷𝑅𝑆 =  
𝑅𝑆

𝐺𝑆
=  

4

4
= 1, and 𝑅𝐴𝑆 =  

𝑅𝑆

𝑀𝑆
=  

4

4
= 1. The Performance Metric 

Segmentation (FMS) value of the entire “gigih” handwriting image is given as 𝐹𝑀𝑆 =  
2𝐷𝑅𝑆.𝑅𝐴𝑆

𝐷𝑅𝑆+𝑅𝐴𝑆
=  

2.1.1

1+1
= 1𝑥100% =

100%. 
 

B. Letter Recognition Accuracy Results 

Table 3 shows the results of system performance based on the parameters Detection Rate (DR), Recognition 
Accuracy (RA), Performance Metric (FM) both in the segmentation and letter recognition processes and the overall 
system performance (Global Performance -SM) on 1-word handwriting images. 

Table 3. Global Performance of Cursive Handwriting  

Parameter Letter Segmentation Letter Recognition 

Detection Rate 0.951035197 0.90678 

Recognation Accuracy 0.950543478 0.96159 

Perfomance Metric 0.968787848 0.84859177 

Global Perfomance 93% 
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Conclusion 

The value of Global Performance measured using the parameters Detection Rate (DR), Recognition Accuracy (RA) 

and Performance Metric shows a segmentation accuracy value of 96%. The implementation of bounding box and 

contour techniques was successful in determining letter segmentation points so that the use of the ANN model in 

offline cursive handwriting recognition can work well, where the Global Performance value shows the recognition 

percentage of 93%. Segmentation errors occur in several cases due to the lack of training data on the letter r so that 

the implemented algorithm divides 1 letter into several parts. 

Further development can be done to improve segmentation and recognition of cursive handwriting by adding 

training data for each possible cursive letter from various author characteristics, using standardized datasets so that 

the preprocessing stage is better, and adding other algorithms at the segmentation stage to resulting in better 

segmentation accuracy so that the recognition process becomes better. 
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