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Introduction  

Blind people are those who are unable to see objects or pictures in their surroundings [1]. Their inability to see 

becomes an issue for them when dealing with objects or images in front of them. The novelty of this research is 

based on the issue that is to recognize objects or images that are around the blind people using the CNN algorithm. 

In this study, only dogs and cats were used as the objects. The object recognition used Deep Learning. 

Deep learning is a relatively new science in the field of machine learning. Deep learning works by adopting the 

ability of the human brain to recognize objects [2][3]. This study used CNN to identify 2 objects [4]-[7]. The objects 

used in this study were pictures of dogs and cats. The data in the study consisted of 3 parts, namely training, 

validation, and test datasets [8]. 

Training dataset is the data used to make sure that the employed data match with the model, the training data 

used in this process was 1000 dog images, and 1000 cat images. While the Validation dataset is the data used for 

model evaluation. Data validation consisted of 500 dog images and 500 cat images. The last is test dataset, this data 

is used to be run in the final model. Simulation data using the model in the real world. Test data should never be 

used by the previous model. The test data that would be used in this study was 51 dog pictures, and 27 cat pictures. 

The method used to process training, validation, and test datasets was CNN[9][10]. For CNN to work properly 

the input from the system must be determined first. The input from the system was an image with a size of 150 x 

150 pixels, with 3 channels, namely R, G, and B. The CCN architecture used 3 layers of convolution. The layer was 

convolution 1 using a 3x3 kernel, filter 16, the second convolution using a 3x3 kernel, filter 32, and the third using a 

3x3 kernel, filter 64. 
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Abstract 
Blind people can be defined as those people who are unable to see objects or pictures around them with their eyes. This 

inability becomes an issue for them when dealing with objects or images in front of them. These problems lead to the 

novelty of this study that is to recognize objects or images around blind people with the CNN algorithm. Dogs and cats 

were used as objects in this study. These object recognitions used Deep Learning, a relatively new science in the field of 

machine learning. Deep learning works like the human brain's ability to recognize an object. In this study, the objects that 

were used were pictures of a dog and a cat. This study used 3 types of data, namely training, validation, and testing data. 

The data training consisted of dog data with a total of 1000 images and cat data with a total of 1000 images. Data 

validation consisted of 500 dog data and 500 cat data. The CCN architecture employed 3 convolution layers. The layer 

was convolution 1 using 16 filters of kernel size 3x3, the second convolution using 32 filters of kernel size 3x3 and the 

third using 64 filters of kernel size 3x3. While the data testing consisted of 51dog data and 27 cat data. The method used 

to analyze the image was CNN. The input was an image with a size of 150x150 pixels with 3 channels, namely R, G, and 

B. This classification went through a performance test with the Confusion Matrix, and it obtained 45% precision, 45% 

recall and 45% f1-score. From these results it can be concluded that the accuracy values should be improved.  

.  

http://dx.doi.org/10.33096/ilkom.v14i3.1116.203-208
http://dx.doi.org/10.33096/ilkom.v14i3.1116.203-208


204 ILKOM Jurnal Ilmiah Vol. 14, No. 3, December 2022, pp.203-208 E-ISSN 2548-7779 
  

 

 
Adriyanto, et. al. (Classification of dog and cat images using the CNN method) 

The success analysis of Image Classification with CNN was carried out using the Confusion Matrix. By using 

the Confusion matrix, accuracy, recall, precision, and F-Measure can be known [11]. This research will be used as 

the basis for developing assistive technology for blind people. 

Method  

A. Convolutional Neural Network Models Dog and Cat 

Convolutional Neural Network (CNN) is one of the algorithms of Deep Learning. It was the result of the 

development of the Multi Layer Perceptron (MLP) designed to process data in the form of a grid, one of which was 

a two-dimensional image dimensions, for example images or sound. CNN was used for labeled data classification 

using the supervised method learning. Training data and targeted variables were required in the supervised learning, 

so that it can be concluded that the purpose of this method was to group a data to an existing variable. CNN was 

often used to identify an object or scene, as well as detecting and segmenting objects. CNN architecture consisted of 

Featured Learning and Classification as seen in Figure 1. 

 

Figure 1. CNN Architecture Dog and Cat 

The input was a two-dimensional image. On a computer, the input image was recognized as a numeric data 

based on the color code of each pixel. Color code was from 0 up to 255. Featured Learning consisted of Convolution 

Layer, Activation Layer (Relu) and Pooling Layer. The Convolution Layer consisted of an array of neuron form a 

filter with a certain length and height (pixel). Example pictures with dimensions of 32x32x3 was an image with a 

width of 32 pixels, 32 pixels high and had 3 pieces. The depth represented the color channel RGB (Red Green Blue).  

Stride was a parameter to determine the number of filter shifts. Padding or zero padding was a parameter 

determining the number of pixels (contains the value 0) which would be added on each side of the input to 

manipulate the output dimensions of the convolutional layer (feature map). The activation function was at the stage 

after the convolution process. At this stage, the convoluted value is subjected to an activation function. The polling 

layer was usually after the convolution layer. Pool layer consisted of a filter of a certain size and stride shifted on the 

entire feature map area. Feature Learning produced a multidimensional feature map array. 

B. Architecture of Convolutional Neural Network Models Dog and Cat 

This study used 3 types of data, namely training, validation, and test datasets. The training data consisted of 1000 

dog images and data 1000 cat images. Data validation consisted of 500 dog pictures and 500 cat pictures. While the 

test data consisted of 51 dog pictures and 27 cat pictures. 

The CNN model used is shown in Figure 2. The input was an image with a size of 150x150 pixels with 3 

channels, namely R, G, and B. CNN architecture used 3 layers of convolution. 
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Figure 2. CNN Architecture 

A. Convolution Layer  

Convolution layer 1 used a 3x3 kernel, 16 filters. The ReLU activation function was used to retrieve the highest 

nodes and then forward them to the next convolution layer. The image output was 148x148pixel. The pooling layer 

uses maxpooling with padding 2 and stride 2 which produced an output of 74x74pixel [12][13]. While the resulting 

parameters were ((3 x 3 x 3) + 1 bias) x 16 filters = 448 parameters. 

Then the second convolution process was carried out using a 3x3 kernel, 32 filters. The ReLU activation 

function was used to take the highest nodes and then forward them to the next convolution layer. The image output 

was 72x72pixel. Pooling layer using maxpooling with padding 2 and stride 1 produced a 71x71pixel image. While 

the resulting parameters were ((3 x 3 x 16) + 1 bias) x 32 filters = 4640 parameters. 

The dropout process used a value of 0.5. Therefore if the score was less than 0.5,  the next convolution process is 

not continued. 

The third convolution process used a 3x3 kernel, 64 filters. The ReLU (rectified linear unit) activation function 

was used to take the highest nodes and then forward them to the next convolution layer. The image output size was 

69x69pixel. Pooling layer using maxpooling with padding 2 and stride 2 produced 34x34pixel output. While the 

resulting parameters were ((3 x 3 x 32) + 1 bias) x 64 filters = 18496 parameters. 

B. Flaten Process 

Next, the flattening process was carried out, namely changing the parameter value into a vector value (1-

dimensional array) with a size of 34x34pixel 64 channels which produced 34x34x64=73984 nodes. 

Dense was used to run the fully-connected layer. The first Dense used the value 512 and the ReLU activation 

function returns (73984*512)+512=37880320 parameters. The second Dense used a value of 1 and a sigmoid 

activation function that produced 513 parameters. 

C. Compile Process   

Furthermore, the process of compiling the model used the loss function binary_crossentropy and Adam's 

optimization with a learning rate of 0.001. Binary_crossentropy was used because the resulting class was only 2 

(binary), namely dogs and cats. 

D. Fit Model Process 

The next process was the fit model, namely the process of determining the model from the training image data 

and test data to determine the results of the accuracy values of the training image data and test image data. In 
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addition to the accuracy value, there would be a loss value. This process produced a model that was formed from the 

algorithm architecture in CNN that had been prepared. Prior to model fit, training data and validation, an 

augmentation process were performed using the ImageDataGenerator function. Image augmentation was a technique 

of applying different transformations to the original image resulting in multiple altered copies of the same image. 

However, each copy differed from the others in certain aspects depending on the augmentation techniques such as 

pan, rotate, flip, etc. 

Results and Discussion  

Fit model using epoch 20, step per epoch 100 and validation step 50 produced 64% accuracy as shown in figure 

2. 

 

Figure 3. Process of Training Model Diagram 

The test results in Figure 2 were the result data from the classification process with CNN. To determine the 

success rate of the system, a confusion matrix was needed to determine the level of accuracy, precision, recall, and 

f-measurement. The following are the test results that have been input into the confusion matrix. Figure 4 is a 

measurement measurement chart. 

 

Figure 4. Training Accuracy Chart 

Training accuracy diagram in Figure 5, it indicates that there is no overfitting [14][15]. Accuracy and validation 

loss training and validation data show that both have the same trend and overlap. 
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Figure 5. Test Results Using Confusion Matrix 

The experimental data in Figure 6 was then processed, so that the accuracy, precision, recall, and f1-score 

values were obtained as follows. 

 

 

 

 

 

 

 

Figure 6. Test Result Using Confusion Matrix 

From the results of the test data testing, the results of the analysis with the confusion matrix are as follows: the 

precision values is 45%, recall value is 45% and f1-score is 45%. The level of precision, recall and f1-score is small, 

therefore it is necessary to improve the system. 

Conclusion  

In several previous studies and theories, CNN has performed quite good when it was used to recognize an object. 

However, the system in the current research should be improved, because CNN has not been able to work optimally. 

This was proven after the system was analyzed using Confusions Matric with 45% precision, 45% recall and 45% 

f1-score. The level of accuracy, precision, recall and f1-score is small, therefore improvement is necessary for the 

system. This research can be used as a basis for developing assistive technology for blind people. 
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