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Introduction 

Reducing the poverty rate is one indicator of the success of development. The poverty rate refers to the 

percentage of the macro poverty rate issued by the Central Bureau of Statistics which is calculated based on several 

variables such as people's purchasing power, school enrollment and quality of health. The Pohuwato Regency 

Government supports efforts to reduce poverty by providing the Program Keluarga Harapan Daerah - PKH-D called 

LOMAYA (Layanan Inovasi Sosial menuju Masyarakat Sejahtera Mandiri - Social Innovation Service Towards an 

Independent Prosperous Society) through the Social Affairs Agency. LOMAYA or PKH-D is one of the 

implementations of the community development Program of Masyarakat Menuju Sejahtera Mandiri (MAJU-SM). 

Financial assistances in the form of Conditional Cash Transfers provided are financed by the Regional Revenue and 

Expenditure Budget (APBD) of Pohuwato Regency [1]. PKH-D is one of the local government's efforts to provide 

full support and be synchronized with the Program Keluarga Harapan - PKH so that it is more effective, efficient 

and focused on handling poverty/reducing inequality in the regions. The target recipients of LOMAYA assistance 

are the people in Karya Nyata Village, including those recorded in the PBDT, but not beneficiaries of the PKD. 

Priority is given to people in the lowest deciles. 

This research was conducted to assist the government in predicting the poverty reduction program success by 

measuring the level of satisfaction of beneficiaries. The main objective of the PKH-D program is to reduce poverty. 

Unfortunately, there is no direct data from the community that can be used as a reference to measure the level of 

success of government programs that have been implemented in reducing poverty. The data is needed to examine 

and analyze the efficiency and effectiveness LOMAYA program in increasing people's welfare leading to poverty 

reduction. Therefore, a system is needed to predict the satisfaction level of PKH beneficiaries as a reference for the 

government to assess the success of the Lomaya program (PKH-D) in reducing the poverty rate.  
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Abstract 
Poverty reduction is one indicator of the success of development. The form of support from the Pohuwato Regency Government 

through the Social Service is to organize PKH-D, which is known as LOMAYA. It is one of the implementations of the 

Community Movement Towards Independent Prosperity (Gerakan Masyarakat Menuju Sejahtera Mandiri). This research was 

conducted to assist the government in predicting the level of development success indicated by the satisfaction of beneficiaries 

of lomaya. The method employed was the Naïve Bayes method and forward feature selection. The research data was obtained 

from a survey of lomaya beneficiaries in the last two years. The accuracy result obtained using the Naïve Bayes algorithm was 

94.19%, while Naïve Bayes with the Forward Selection feature was only 94.03%. Therefore, the Naïve Bayes algorithm method 

is better than the Forward Selection based Naïve Bayes algorithm. Forward selection does not improve accuracy because the 

selection process causes many attributes to be discarded because they are considered irrelevant. This happened because of the 

inaccuracy of the data after being selected for its attributes using the Forward Selection feature resulting 1 attribute only as a 

determinant. 
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Several studies have been conducted to examine the prediction of poverty reduction [2]-[5]. However, literatures 

are lack of the impact of the PKH program on poverty reduction. Instead of focusing on beneficiary satisfaction, 

researches on the PKH program that has been carried out [6]-[9] have focused more on decision support systems for 

beneficiary eligibility, whether the distribution of the PKH program is on target or not. Therefore, this study 

examines the government's success in reducing poverty through PKH program based on the level of satisfaction and 

benefits received by beneficiaries. This study employs Naïve Bayes and Forward Selection instead of Naïve Bayes 

as many previous researches [10][13]. 

Methods  

The method employed was the Naïve Bayes method, a simple method in the form of a network. The Bayesian 
network can be directed as a table with a combined probability distribution. For feature selection, this study applied 
Forward Selection which functions to correct inconsistent data and clean datasets from noisy and duplicate data. The 
Equation 1 of Naïve Bayes is as follow. 

 ( | )  
 ( | ) ( )

 ( )
 (1) 

Here, y is the data of an unknown class, x is hypothesis of data y is a specific class, P(x|y) is the probability of 
hypothesis x based on condition y (posteriori probability), P(x) is the probability of hypothesis x (prior probability), 
P(y|x) is the probability of y based on condition in hypothesis x, P(y) is the probability of y [10]. 

This research went through some stages. The first stage was to collect data. The data from questionnaire was used 
as the dataset to be tested. The dataset was collected to predict the government's level of success in reducing the 
poverty rate. The second stage was data processing, this stage was carried out by converting the questionnaire data 
into excel format, then analyzing, identifying, correcting inconsistent data and cleaning the dataset from noisy, and 
duplicating data. After doing this process, the dataset was ready to be processed into machine learning. The third 
stage was classification. The classification used Naïve Bayes where the dataset determined the level of success. The 
fourth stage was the accuracy results produced by Naïve Bayes. Fifth stage, the validation stage used cross validation. 
This stage was used to predict the accuracy of the test data. 

Results and Discussion  

At the data collection stage, researchers went directly to the research locations, the Social Service Agency of 
Pohuwato Regency, the Research and Development Planning Agency (Baperlitbang) of Pohuwato Regency and to the 
villages receiving LOMAYA financial assistance program. The data obtained at the Social Service Agency was in the 
financial assistance program beneficiaries, in the the Baperlitbang Agency was poverty data while in the villages were 
questionnaire responses about the government's success regarding LOMAYA financial assistance by looking at 
beneficiaries’ satisfaction level. Some of the community recipients of research assistance gathered in the hall of the 
village office to distribute questionnaires and some researchers came directly to the homes of the recipients to do an 
interview about LOMAYA financial assistance and its impact on reducing poverty. 

The data on beneficiaries obtained from this study were 967 records, but the data on beneficiaries who filled out 
the questionnaire were 346 data from several sub-districts in Pohuwato regency. Researchers only asked for data on 
beneficiaries who had received LOMAYA financial assistance for more than 2 years. The obtained data would be 
used as a predictive dataset for the government's level of success in reducing poverty with the PKH-LOMAYA 
Region program by looking at the satisfaction level of the recipients. The obtained data from the Social Service 
Agency was in the form of beneficiary/recipient data which consisted of several variablesv, district, village, hamlet, 
family name, NIK-national family number, type of assistance, the amount of money received and 11 questions 
symbolized by (P1-P11). The data collected in this study was taken from beneficiary data and data from interviewing 
recipients in Pohuwato regency. The total recorded data was 367. The total data obtained was divided into 90% 
training data and 10% testing data. From the data obtained, there were questions left empty, also some people did not 
fill in all the distributed questionnaire. Therefore, the data preprocessing process must be done to get representative 
data in accordance with the modeling. 

The preprocessing process started with the data selection stage. A process carried out before data preprocessing 
was to select data. Recipient data became case data in the data mining process. Attributes/variables used in decision 
making were variable P11 and attributes namely district, village, hamlet, family name, NIK-national family number, 
type of financial assistance, amount of received money, P1, P2, P3, P4, P5, P6, P7, P8, P9 and P10 . The 
preprocessing/data cleaning stage was applied to delete empty data, and changed inconsistent data, some data was 
found to have empty responses. Next was data reduction stage where there may be inconsistency data and duplicate 
data or the same data would be made into one tuple to represent the tuple. In the experimental stage using the rapid 
miner, it began with importing data, the data used Ms.Excel. The first experiment used the Naïve Bayes method 
without feature selection. There were several steps to import data. The stage after the data import was the experiment 
stage. For experimental data, it was divided into data training and data testing. Data training was 90% and data testing 
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was 10% using split data. The data was then combined with the method used, namely the Naïve Bayes method and 
connected to the apply model and performance testing. 

Furthermore, experiments using the Naïve Bayes method based on forward feature selection was conducted. The 

feature selected attributes influencing the decision making. The experimental stage using the Naïve Bayes method 

based on forward selection was started from the main process stage. After it was completed, it proceeded to the 

validation process stage, and the training testing stage was carried out after the validation process stage was 

completed. 

A.  Experiment Result of Naïve Bayes 

The testing on the successful rate prediction result of the government using the Naïve Bayes method was 

carried out with K-Fold Cross Validation. K-Fold Validation was started by dividing the desired number of k-fold 

data. In this study, the Confusion Matrix was chosen as the evaluation measuring tool to make it easier to analyze 

the performance of the algorithm because the Confusion Matrix provided information in the form of numbers so that 

the success ratio can be calculated. Model evaluation was carried out based on tests to estimate true and false 

objects. The following Confusion Matrix used the Naïve Bayes method. The obtained accuracy results on the 

beneficiary data set using the Naïve Bayes algorithm are shown in table 4 that shows an accuracy rate of 94.19%. 

The results of the confusion matrix are as shown in Table 1, the performance is shown in Figure 1. 

 

Table 1. The Result of Confusion Matrix Using Algorithm Naïve Bayes 

 
true (Very 

Satisfied) 

True  

Satisfied 

True  

Quite Satisfied 
class precision 

Prediction of Very Satisfied 244 7 6 94.94% 

Prediction of satisfied 3 47 2 90.38% 

Prediction of quite satisfied 0 0 1 100.00% 

class recall 98.79% 87.04% 11.11%  

 

 

Figure 1. Performance Vector Naïve Bayes 

This experiment used 310 training records. Based on the confusion matrix, 244 records were predicted to be 

Very Satisfied in the Very Satisfied data group, 7 records were predicted to be Very Satisfied in the Satisfied data 

group, 6 records were predicted to be Very Satisfied in the Fairly Satisfied group. Furthermore, 2 records were 

predicted to be Satisfied but they were in the Fairly Satisfied group, 47 records were predicted to be Satisfied in the 

Satisfied group, 3 records were predicted to be Satisfied in the Very Satisfied group and 1 record was Prediction 

Quite Satisfied in the Fairly Satisfied group. 

 

Precision: The proportion of the number of samples with a true value that was correctly predicted. 

 

          
  

     
 

   

       
             

 

Recall: The proportion of samples with true values that were correctly predicted. 
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From these results, the accuracy value can be calculated. 

 

          
                                

                         
      

 

 
        

                     
      

 

 
   

   
             

 

B.  Experiment Result of Naïve Bayes and Forward Selection 

In the experiment using feature selection, the selection feature first selected attributes considered to be used as 

attributes that can be very influential in predicting the satisfaction level of the communities. In the experiment using 

the Forward Selection feature, many attributes were discarded because considerable they did not have any effect and 

only one attribute became very influential in determining the prediction results, namely attribute P6 (Question 6). It 

helps reduce the burden of poor family needs? a. Very Helpful (Point 3), Helpful (Point 2), Fairly Helpful (Point 1), 

Not Helpful (Point 0). The following table results of the Confusion Matrix Using the Naïve Bayes and Forward 

Selection Algorithms. The results of the confusion matrix were shown in Table 2, and the results of the performance 

vector were shown in Figure 2. 

Table 2. Confusion Matrix Result Using Naïve Bayes Algorithms and Forward Selection 

 True very satisfied 
true 

satisfied 

true quite 

satisfied 
class precision 

Prediction of Very Satisfied 260 3 3 97.74% 

Prediction of Satisfied 7 55 7 79.71% 

Prediction of quite satisfied 0 0 0 0.00% 

class recall 97.38% 94.83% 0.00%  

 

 
 

Figure 2. Performance Vector Using Naïve Bayes and Forward Selection 

 

Precision: The proportion of the number of samples with true values that was correctly predicted. 

          
  

     
 

   

       
              

Recall: The proportion of samples with true values that were correctly predicted. 

       
  

     
 

   

       
             

From these results, the accuracy value can be calculated. 
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C.  Comparison of the results of Naïve Bayes method with Naïve Bayes based on Forward Selection method  

From the experimental results, it can be compared that the Naïve Bayes algorithm method was better than 

using the Naïve Bayes algorithm based on Forward Selection. Causes Forward Selection cannot improve accuracy 

results due to inaccurate data after the data was selected for its attributes using the Forward Selection feature. Many 

attributes were discarded because they were labelled irrelevant and only used 1 attribute as a determinant in 

predicting the success rate of the government with the PKH-Regional program (LOMAYA) by looking at the level 

of satisfaction of the beneficiaries. Accuracy result obtained using the Naïve Bayes algorithm was 94.19%, while 

Naïve Bayes based on Forward Selection Features was 94.03%. 

The assessment of the government's level of success in reducing the poverty rate with the PKH-Regional 

Program can be seen from satisfaction level of the beneficiaries. This system can be used to predict the successful 

level by looking at the level of satisfaction from the predicted data using the Naïve Bayes method. The percentage of 

local government success rates with LOMAYA financial assistance program by looking at the level of satisfaction 

of the beneficiaries can be seen in the PKH-D (LOMAYA) Program Success Rate Graph. As seen in the graph 

below the level of satisfaction with very satisfied was 83%, satisfied was 17%, sufficient was 0% while dissatisfied 

was not included in the graph because none of the beneficiaries was dissatisfied with the PKH-D Assistance 

Program (LOMAYA). 

 

Conclusion  

Based on the experimental results, the conclusion of this study is that the Naïve Bayes algorithm produces the 

best accuracy compared to Naïve Bayes with Forward Selection. Forward Selection did not improve accuracy 

because when attributes were selected using the Forward Selection feature, many of them were discarded because 

they were considered irrelevant. This occurred due to the inaccurate data, and it used only 1 attribute as a 

determinant in predicting the government success rate of implementing the PKH-Regional (LOMAYA) program. 

This research can be used by the government in predicting the government's success in reducing poverty with the 

PKH-Regional (LOMAYA) program. This research can also help find out whether the PKH-Regional (LOMAYA) 

program has been distributed properly and appropriately or not. In addition, this research can help the government 

determine the satisfaction level of the PKH-Regional (LOMAYA) program beneficiaries. 
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