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Introduction 

As one of the cultural heritages, traditional dance is a crystallization of the nation that must be protected and 

preserved. It is protected through teaching and exercise among dancers. Unfortunately, this method is considered 

less effective and is influenced by regional development [1]. Another issue on traditional dance is the threat of being 

claimed by other countries. In 2009, for example, the Balinese Pendet dance was shown in Enigmatic video 

documentary produced by KRU studio of Malaysia to promote its tourism. This was adversely affecting the 

diplomatic relations between Indonesia and Malaysia [2]. 

Pendet dance is a traditional dance originating from Bali, Indonesia. This dance is a type of sacred dance that is 

usually performed in temples. But over time, this dance is also used as a dance for entertainment, locally called the 

balihan mandi dance, and is usually performed to welcome guests. This dance consists of several types of 

movements. Each movement is a unitary movement of the feet, hands, fingers, body, facial expressions, neck and 

eyes which makes this dance look more aesthetic [3].  

Recent advanced technology, for instance visual recognition and computer vision techniques, can be utilized to 

preserve the culture particularly traditional dance. However, dances introduce a complex problem for computer 

vision research as the features that represent a dancer must focus on the dancer's entire body [4]. The segmentation 

process plays a significant role in introducing dance [4], [5]. A study suggested that thresholding and edge detection 

methods cannot provide precise segmentation [5]. It is necessary to improve the image quality to improve the quality 

of the features obtained [6]. 

In recent years, semantic segmentation has been used in computer vision as a segmentation technique [7]. It is to 

predict a pixel, whether it belongs to an object or a background. In other words, it is the process of classifying 
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images at the pixel level [8]. Several architectures that can be used in semantic segmentation are Mask R-CNN and 

U-net [7].  

Since it was first introduced in 2015, semantic segmentation using U-Net architecture [9] has been widely used, 

developed, and modified to perform semantic segmentation tasks on biomedical [8]–[21] and non-biomedical 

images [7], [22]–[25]. The new architecture including MultiRes Unet architecture [8] generally outperforms the U-

Net architecture in performing semantic segmentation tasks.  

Based on the description, the dance recognition process has been carried out but does not use semantic 

segmentation techniques in the segmentation process  [4], [5]. In addition, the semantic segmentation task applies 

the UNet architecture and the modified results do not yet use data dance. Therefore, this study applies Unet's 

MultiRes architecture for the semantic segmentation task [8] on Balinese Pendet dance images and changes the 

alpha value to obtain the best results. The architectural measurement used refers to the Dice coefficient (DC) score, 

the Jaccard index, and the Mean Squared Error (MSE). The contribution of this research is to perform semantic 

segmentation tasks on Balinese Pendet dance images using Unet's MultiRes architecture based on alpha values. 

This study is divided into five chapters. Chapter I describes the study's background, Chapter II presents related 

research, Chapter III explains the proposed research method, Chapter IV describes the results of the study, and the 

last chapter V provides conclusions and suggestions for further research. 

Method  

Several previous studies have proposed different architectures, for instance MultiRes Unet [8]. It aims to obtain 

the best performance results. However, there is a change in the number of parameters. The alpha value in the 

MultiRes Block affects these parameters. Therefore, this study is trying to determine the best alpha value to obtain the 

number of parameters that can describe the best performance. The method proposed by this study is shown by Figure 

1 below. 

 

Figure 1. Proposed Method 

A. Data Collection 

The data collected were in the form of video data of 15 types of dance movements consisting of ngelog, left 

angsel, ngeseh, right ngangget, right sogok, right agem, left ngangget, left sogok, left agem, right angsel, right 

ngelung, left ngelung, nyeregseg, ngeteb and throw flowers. Ten dancers demonstrated each type of movement. The 

collection of video data was then extracted into image data. From the extraction results, five images were taken from 

each type of dance so that 740 images were obtained. Next, the labeling process was carried out by making ground 

truth for each image. The total data collected from this process was 1,480 images with a size of 1920 × 1080 pixels. 

Based on Table 1 is  Examples of Types of Dance Movements. 
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Table 1. Examples of Types of Dance Movements 

Original Image Ground Truth Movement Type 

  

Ngelog 

  

Left Angsel 

  

Ngeseh 

  

Right Ngangget 

  

Right Sogok 

 

B. Pre-Processing 

At this stage, the images were resized into 256 × 192 pixels. After that, the normalization process of the dataset 

was carried out. Normalization aims to change the pixel value by dividing each pixel by 255 to produce a value 

between 0 and 1 [26]. 

C. MultiRes UNet 

MultiRes UNet is one of the new architectures, an improvement of the UNet architecture. This architecture 

replaces two layers of encoder-decoder convolution with multires blocks for each layer. Each multires block consists 

of three layers of 3x3 convolutions, which are layered and combined to describe the spatial feature scale. In addition, 

a 1x1 convolution is added as a residual connection from input to output to add spatial information [8], [27]. The 

multires Block is shown in Figure 2 below. 

 

Figure 2. Multi-Res Block 

Parameters are assigned in each Block to control the number of convolution filters inside the Block. The number 

of parameters is calculated using the following Equation 1 [8]: 

ὡ  ‌ Ὗ (1) 

Here, W is the number of parameters, α or alpha is the scaler coefficient, and U is the number of filters. In 

addition, this architecture replaces shortcut paths with res paths to reduce feature representation differences between 

encoder and decoder layers consisting of 3x3 and 1x1 convolutions [8], [27]. This res path is shown in Figure 3. 



332 ILKOM Jurnal Ilmiah Vol. 14, No. 3, December 2022, pp.329-338 E-ISSN 2548-7779 
  

 

 
Ramdan, et. al. (Semantic segmentation on pendet dance image using MultiRes UNet Architecture) 

 

Figure 3. Res Path 

In this architecture, the Rectified Linear Unit (ReLU) activation function was used to activate all convolution 

layers in all networks except the output layer. ReLU is determined using the following Equation 2 [28]: 

ὙὩὒὟ
ὼ  ὼ π
π  ὼ π

 (2) 

Here, x is a feature in the input image. Meanwhile, the loss function binary cross-entropy (BCE) is used to train 

the model and is defined as follows Equation 3 [29]: 

ὄὅὉὢȟὣḩ̌ ὣὴὼ ÌÏÇ̧ὴὼ ρ ὣὴὼ
Ό

ÌÏÇρ ὴ̧ὼ (3) 

X is the input image, Y is the ground truth image, Ý is the segmentation result, px is the pixel, Ypx is the ground 

truth value, and Ýpx is the model prediction. The MultiRes UNet architecture is illustrated by Figure 4 [8]. 

 
Figure 4. MultiRes UNet Architecture 

D. Evaluation 

Three evaluation methods were used to evaluate the MultiRes UNet architecture: Dice Coefficient (DC), 

Jaccard Index, and Mean Square Error (MSE). 

1. Dice Coefficient 

The dice coefficient is also known as the F1 score or dice similarity coefficient (DSC). It is usually used to 

evaluate segmentation tasks and semantic segmentation based on the level of similarity. To calculate the dice 

coefficient, the following Equation 4 is applied [15]: 
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$#
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A is the mask image, B is the result of segmentation, TP is genuinely positive, FP is a false positive, and FN is 

a false negative. 

2. Jaccard Index 

The Jaccard index has been widely used in semantic segmentation tasks. It is used to compare the mask image 

with the segmentation results to find the level of similarity between two pictures. The value of the Jaccard index is 

determined using Equation 5 as follows [8].: 

*ÁÃÃÒÄ)ÎÄÅØ
  

  

᷊

᷾
 (5) 

3. Mean Squared Error (MSE) 

The mean squared error is used to measure the error rate in the segmented image. To calculate the MSE score, 

the following Equation 6 is used [30].: 

-3%  В ὃ ὄ  (6) 

n is the product of the height and width of the image, while i is the pixel value of the image. 

Results and Discussion  

A. Tools 

The experiment was run using the Python programming language and Google Colab. The specification of the 

device used is the AMD Ryzen 3 5000 series processor with 8GB RAM and AMD Radeon Graphics. 

B. Dataset and Pre-Processing 

Table I shows the pendet dance dataset used with a total of 1480. All images in this dataset were resized into 256 

x 192 pixels and then normalized. The results of resizing and normalization can be seen in Table 2 and Table 3. 

Table 2. Example Of a Resized Image 

Original Image Image Resize Movement Type 

  

Ngelog 

  

Left Angsel 

  

Ngeseh 

  

Right Ngangget 

  

Right Sogok 
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Table 3. Image Normalization Example 

Original Pixel Value Normalized Pixel Value 

  
C. Results 

During model training, the alpha values in each MultiRes Block were changed. This alpha value affects the 

number of parameters on the architecture used. The number of parameters for each alpha is shown in Table 4. 

Table 4. Number of Parameters of Each Alpha 

Alpha Value Number of Parameters 

1.1 4.061.660 

1.2 4.564.129 

1.3 5.083.145 

1.4 5.632.863 

1.5 6.236.317 

1.6 6.833.213 

1.7 7.457.910 

1.8 8.109.133 

1.9 8.801.226 

2.0 9.527.752 

Table 4 shows that the higher the alpha values, the more the number of parameters. The highest number of 

parameters is 9,527,752 with an alpha value of 2.0, while the lowest number of parameters is 4,061,660 with an 

alpha value of 1.1. The training process for each alpha value was performed ten times then the results were averaged 

to find the best score of DC, Jaccard index, and MSE, as shown in Table 5 below. 

Tabel 5. Mean Score Of DC, Jaccard Index, and MSE 

Alpha Value DC Jaccard Index MSE 

1.1 98.05 99.00 1.19E-03 

1.2 98.29 99.12 1.00E-03 

1.3 98.29 99.14 1.04E-03 

1.4 98.42 99.20 1.02E-03 

1.5 98.36 99.17 9.59E-04 

1.6 98.25 99.12 9.65E-04 

1.7 98.24 99.11 9.17E-04 

1.8 98.46 99.22 8.20E-04 

1.9 98.47 99.23 8.68E-04 

2.0 98.41 99.20 1.04E-03 



E-ISSN 2548-7779 ILKOM Jurnal Ilmiah Vol. 14, No. 3, December 2022, pp.329-338 335

  

 

 
 Ramdan, et. al. (Semantic segmentation on pendet dance image using MultiRes UNet Architecture) 

Figure 5 consists of the X-axis and Y-axis, where the X-axis is the alpha value while the Y-axis is the DC score. 

Figure 5 shows that the highest DC score is 98.47 which was obtained by an alpha value and the number of 

parameters of 1.9 and 8,801,226 respectively. In contrast, the lowest score is 98.05, obtained by an alpha value of 

1.1 and a total of 4,061,660 parameters, the lowest parameter number. Furthermore, the Jaccard index score can be 

seen in Figure 4. 

 
Figure 5. Dice Coefficient Score Chart 

 
Figure 6. Jaccard Index Score Chart 

Figure 6 also consists of the X axis and Y axis, where the X axis is the alpha value, while the Y axis is the 

jaccard index score. Similar to the DC score, the highest score of the jaccard index is 99.23, obtained by an alpha 

value of 1.9 and the number of parameters of 8,801,226. Furthermore, the lowest score on the Jaccard index was 

obtained by an alpha value of 1.1 with a score of 99.00 with a total of 4,061,660 parameters which is the lowest 

number of parameters. While the MSE score can be seen in Figure 7. 

 
Figure 7. Mean Squared Error Score Chart 
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Likewise, Figure 7 also consists of the X-axis and Y-axis, where the X-axis is the alpha value while the Y-axis 

is the MSE score. In the MSE score, the alpha value of 1.1 gets the highest error value with a score of 1.19E-03. 

While the MSE score that gets the lowest error value is an alpha value of 1.8 with a score of 8.20E-04 and the 

number of parameters is 8109.133, where this score is not directly proportional to the DC score and the jaccard 

index which gets the highest score at an alpha value of 1.9. Because if seen from the last three error rate scores from 

the experiments conducted, it shows that after the MSE score gets the lowest error value and after that the number of 

parameters increases then will cause the error value to increase as well. This affects the segmentation results 

obtained, as seen in Table 6. 

Likewise, Figure 7 also consists of the X axis and Y axis, where the X axis is the alpha value while the Y axis is 

the MSE score. The highest MSE score is 1.19E-03, obtained at an alpha value of 1.1 while the lowest score is 

8.20E-04, obtained at an alpha value of 1.8 and the number of parameters of 8109.133. This score is not directly 

proportional to the DC and the jaccard index score which show the highest score at an alpha value of 1.9. From the 

last three error rate scores in the experiments conducted, if the number of parameters increases after the lowest MSE 

value is obtained, the error value will also increase. This affects the segmentation results obtained as shown in Table 

6. 

Table 6. Segmentation Results 

Alpha Value Ground Truth Segmentation Results 

1.8 

 

 

1.9 

 

 

Conclusion  

Based on the results of the experiments conducted, it can be concluded that for both DC and jaccard index, the 

best score was obtained by an alpha value of 1.9 and total parameter of 8,801,226 with a score of 98.47 and 99.23 

respectively. Meanwhile, the best MSE score was obtained by an alpha value of 1.8 and total parameter of 8,109,133 

with a score of 8.20E-04; the lowest score was obtained by an alpha value of 1.1 with the lowest number of 

parameters. 

This study proposes that during the model training process, each alpha value should be repeated ten times. In 

addition, since the alpha value being tested is still in a range from 1.1 to 2.0, the future researches are suggested to 

use k-fold cross-validation during the training process and use optimization techniques to try more alpha values in 

order to obtain the best value. Moreover, the lowest error rate obtained must follow the DC score and the highest 

jaccard index. 
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