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Introduction  

Arabic consists of the Arabic/Hijaya composition found in the Al-Qur'an/Koran. The Koran is the holy book for 

Muslims and needs to be studied, and all Muslims should be able to read the Koran and recognize the letters of each 

Hijaiyah that make it up. In pattern recognition, numerical data and symbolic data (images, etc.) are grouped 

automatically by machines (computers) or better known as machine learning. Pattern recognition aims to recognize 

objects in digital images [1]. 

Machine learning (ML) is a field of science that can learn patterns based on data [2]. One part or method in machine 

learning that is widely used is ensemble. The ensemble method combines several tree classifiers to produce better 

predictive performance than a single tree classifier, thereby increasing the model's accuracy. One of them is that the 

random forest is a refinement of the C4.5 algorithm, so the selection of the method used proves the superiority of the 

random forest, which has higher accuracy than conventional classification methods of C4.5[3]. The ensemble method 

combines several classification algorithms such as SVM, Random Forest Classifier, and Decision Tree Classifier. This 

method is often known as the Voting Classifier [4]. 

Hence, based on the background above, the researchers propose an approach with the ensemble method in 

classifying Arabic character handwriting based on datasets collected independently. On the other hand, this research 

also aims to analyze performance using the confusion matrix model evaluation method. Moreover, this study also 

mainly focuses on performance, theory, and properties of learning models and algorithmic methods. A comprehensive 

approach has been proposed using a handwritten Arabic character classifier [5]. The Support Vector Machine, Random 

Forest Classifier, and Decision Tree Classifier algorithms are combined, and the performance of the synthetic method 

is better than the basic classifier. The algorithm's performance mentioned above is evaluated by taking accuracy, 

precision, recall, and f1 score as evaluation criteria. 

Research Article       Open Access (CC–BY-SA) 

Abstract 
Arabic character handwriting is one of the patterns and characteristics of each person's writing. This characteristic makes Arabic 

writing more challenging if the letter recognition process is based on a dataset of Arabic scripts. This Arabic script has been presented 

in a dataset totaling 16800, each representing a class of hijaiyah letters starting from alif to yes, consisting of 600 data for each class. 

The accuracy of the data used can be increased using the ensemble method. By using multiple algorithms at simultaneously, the 

ensemble technique can raise the level or result of a score in machine learning. This study's primary goal is to evaluate the ensemble 

method classifier's performance on datasets of handwritten Arabic characters. The classifier uses the ensemble method by applying 

the proposed soft voting to provide a multiclass classification of three machine learning algorithms, namely, SVM, Random Forest, 

and Decision Tree for classification. This research process produces an accuracy value for the voting classifier of 0.988 and several 

other SVM algorithms with an accuracy of 0.103, a random forest with an accuracy of 1.0, and a decision tree with an accuracy of 

0.134. The test results used the confusion matrix evaluation model, including accuracy, precision, recall, and f1-score of 0.99. 
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Method  

This study worked intensively to increase the accuracy and outcomes of Arabic character handwriting 
classification. In order to categorize handwritten Arabic characters that are divided into 28 classes or 28 hijaiyah letters 
starting from alif to yes and each data in a class of 600, which is frequently referred to as a balanced dataset, the author 
has proposed a set of machine learning algorithms using the Voting Classifier. Before supplying input to the model, 
data preparation and data augmentation are performed. Figure 1 shows the flowchart for the ensemble technique 
approach suggested utilizing the Soft Voting Classifier. 

 

Figure 1. Flowchart of the proposed ensemble method using the Soft Voting    Classifier 

A. Data Description 

The handwritten Arabic character dataset was carefully examined for testing in this work. The dataset has 7 
features that have previously been processed by moment invariant and 1 label.  There are 28 classes and 16800 data 
points in this dataset. Examples of the photos in the dataset are shown in Table 1.  

Table 1. Some examples of images in the dataset (6 of 16800) 

No Image Class 

1 

 

Alif 

2 

 

Ba 

3 

 

Ta 

… 

16798 

 

Hah 

16799 

 

Waw 

16800 

 

Ya 
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B. Data pre-processing 

This process is the most crucial part for converting data into a more manageable format so that it is very easy 

to process with machine learning. The first technique used for data pre-processing is data normalization. This 

technique is used to perform linear transformation of data. It is also called MinMaxScaler normalization[3]. Therefore, 

it is possible to create a balance of comparative values between data. Calculating MinMaxScaler can use formula (1) 

as follows [6]:  

𝑿𝒔𝒄  =  
𝑿−𝑿𝒎𝒊𝒏

𝑿𝒎𝒂𝒙−𝑿𝒎𝒊𝒏
     (1) 

Information: 

𝑋𝑠𝑐  = Normalized value 

𝑋𝑖  = Value value in the dataset 

𝑋𝑚𝑖𝑛  = Minimum value in a column 

𝑋𝑚𝑎𝑥 = Maximum value in a column 

 

C. Model Architecture 

In this proposed method, research employs a set of machine learning algorithms including Support Vector 
Machine, Random Forest, and Decision Tree. The algorithm mentioned above has been combined with a soft voting 
classifier to improve accuracy. This algorithm is briefly described below. 

1. Support Vector Machine 

The Support Vector Machine (SVM) method was proposed by Vapnik around 1992 to classify two classes [7]. 
In its development, this method can then be used to classify several classes. The main process carried out by SVM 
is to separate two groups of data using a vector space called a hyperplane. There are two types of SVM, namely 
linear and nonlinear, both of which are differentiated based on the type of multiplication function, including the 
radial basis function (RBF) and polynomial[8][9]. 

2. Random Forest 

Random forest is one of the map classification methods and is widely used in various studies and case models. 
Moreover, it is a decision process based on tree branching or decision trees [3], [10]. Each branch contains 
questions to solve the ideal number of branches. 

3. Decision Tree 

Tree is a data structure consisting of nodes and edges. The nodes of a tree are divided into three, namely root 
nodes (root/node), branch/internal nodes (branch/internal nodes) and leaf nodes. A decision tree is a simplified 
representation of a classification technique for a finite number of classes, in which inner nodes and roots are labeled 
with attribute names, and slopes are labeled with values. Possible attributes and leaf nodes are marked with 
different classes [11]. 

4. Ensemble Method with Voting Classifier 

This classifier serves as a super classifier for combining conceptually similar or different machine learning 
models for majority vote prediction. The voting rating class uses two voting techniques, hard and soft. In hard 
voting, the final prediction is made by majority vote, where the aggregator selects the class predictions that 
repeatedly appear among the underlying models. In the case of secret voting, the basic model must have a probe 
prediction method. Voting classifiers show better overall results than basic models because they combine 
predictions from different models. In the proposed model, SVM, Random Forest, and Decision Tree, a soft voting 
classifier is adopted, using the attribute predict probability column to provide the probability of each target variable 
[12]. It then randomizes the training data and data points fed into the SVM, Random Forest, and Decision Tree 
models. Each model calculates individual predictions using aggregator voting and classifier soft voting techniques, 
and the majority of votes are counted, leading to the final prediction. 

Results and Discussion  

The proposed methodology uses an ensemble of three machine learning models including Soft Voting Classifier, 
Random Forest, Decision Tree, and SVM. The experiment was carried out using a handwritten Arabic character 
dataset. The dataset comprises 7 feature columns and 16800 data points, with the median in place of the zeros in each 
column. The dataset is divided into 10-90% test and training datasets, respectively. Accuracy, precision, recall and f1-
score are the most commonly used metrics to check robustness and efficiency. 
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A. Handwritten Arabic Character Dataset 

In this study, Arabic characters written by hand were used, and each feature had a positive real number data type. 
The classes in this dataset consist of 28 representing hijaiyah letters in Arabic, each of which totals 600 data points 
for each class. In the Figure 2 you can see Balanced character handwriting dataset. An illustration of a handwritten 
Arabic character dataset can be found in Table 2.  

Table 2. Arabic handwriting dataset in moment invariant form (6 out of 16800) 

No h1 … h7 Label 
1 0.001804  5.710000e-06 1 

2 0.001249  -3.770000e-06 1 

3 0.001873  -3.130000e-07 1 

… 

4 0.001520  1.150000e-05 28 

5 0.001074  1.690000e-07 28 

6 0.001095  1.200000e-07 28 

 

Figure 2. Balanced character handwriting dataset. 

B. Data Pre-processing 

At this stage it is used for simplification or normalization of features. The normalization in question is to provide 
a minimum value and a maximum value with the MinMaxScaler technique. The MinMaxScaler results can be seen 
in Table 3. 

Table 3. Normalization with MinMaxScaler Arabic character handwriting dataset (6 of 16800 data) 

No h1 … h7 Label 

1 0.385872  0.640312 1 

2 0.267154  0.640312 1 

3 0.400489  0.640312 1 

… 

4 0.325103  0.640312 28 

5 0.229613  0.640312 28 

6 0.234186  0.640312 28 

 

1. Testing with Voting Classifier 

At this stage, the testing process is carried out using the ensemble method with the voting classifier algorithm. 
In the Figure 3 you can see Results of several voting algorithms and classifiers. This algorithm is presented in 
stages in Table 4. 

Table 4. Classifier voting algorithm with the ensemble method 

Algortihm 

1:  
2:  

3: 

 

4: 

5: 

6: 

 

7: 
8: 

model_dtc = DecisionTreeClassifier(max_depth=4) 
model_rfc = RandomForestClassifier(random_state=1) 

model_svc = SVC(kernel='rbf', probability=True) 

 

final_model = VotingClassifier(estimators=[('svc', 

model_svc), ('rf', model_rfc), ('dt', model_dtc)],  

voting='soft') 

 

model_svc.fit(X, y).score(X, y) 
model_rfc.fit(X, y).score(X, y) 
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Algortihm 

9: 
10: 

model_dtc.fit(X, y).score(X, y) 
final_model.fit(X, y).score(X, y) 

 

 

Figure 3. Results of several voting algorithms and classifiers 

2. Testing with Confusion Matrix 

In testing, this research uses the confusion matrix with the conditions True positive (tp) means that the value 
before the specified class is 1 and the actual class value is also 1. True negative (tn) means that the predicted class 
value is 0 and the actual class is also 0. Negative false (fn) and false positive (fps) occur when the predicted value 
is not consistent with the true value. Accuracy is an important safety measure, the ratio of the total number of 
correctly predicted observations to the total number of observations. Fit rate, accuracy, recall, and F1 score can be 
calculated using the following formulas[13]–[15]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝 + 𝑡𝑛

𝑎𝑙𝑙 𝑑𝑎𝑡𝑎
 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 (4) 

𝐹1𝑆𝑐𝑜𝑟𝑒 =  2 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

 

 

Figure 4. Example 5 of 1680 predictions and actuals 

In Figure 4, you can see 5 of the 1680 predictions and actual values that machine learning predicts nun and is 
correct that it is nun, predicts dal and is correct that it is dal, predicts ghoin and is correct that it is ghoin, predicts 
yes and correctly that it is yes and the last prediction is tsa and it is true that it is tsa 

The confusion matrix can be seen in Figure 5. The amount of testing data in this study is 1680 or 10 percent 
of the total data, where the more colorful the parts of the cell, the higher the prediction value. Table 5 shows the 
classification matrix. 
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Figure 5. The results of testing the confusion matrix data 

Table 5. Classification report 

Class Precision Recall F1-score Data 

point 
1 0.95 0.99 0.97 77 

2 1.00 0.99 0.99 68 

3 1.00 1.00 1.00 54 

… … … … … 

26 0.91 1.00 0.95 53 

27 1.00 0.95 0.97 59 

28 1.00 1.00 1.00 56 

Accuracy   0.99 1680 

macro 

avg 

0.99 0.99 0.99 1680 

weighted 

avg 

0.99 0.99 0.99 1680 

Conclusion  

This study used a variety of machine learning techniques to examine the performance of the classifier ensemble 

method performed on datasets of handwritten Arabic characters. The dataset used is handwritten Arabic characters, 

which can be experimented with hijaiyah letter label categories from alif to yes. This research process produces an 

accuracy value for the voting classifier of 0.988 and several other SVM algorithms with an accuracy of 0.103, a 

random forest with an accuracy of 1.0, and a decision tree with an accuracy of 0.134. The test results used the confusion 

matrix evaluation model, including accuracy, precision, recall, and an f1-score of 0.99. 
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