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Introduction 

With the advancement of science, the demand for scientific literatures is constantly rising. Scientific articles, 

commonly known as journals, are compilations of various scientific articles which are published on a regular schedule 

[1]. Journals can be categorized according to how frequently and influential they feature in other studies. Q1, Q2, Q3, 

and Q4 belong to this category. The lower the Q level, the better the journal's quality and credibility [2]. The Scimago 

Journal publishes a ranking of these journals. However, there is still a disparity between the SJR indication and the 

quartile value in this quartile assessment. 

Machine learning classification techniques are among approach can be used to cope with this inequality. Instance 

data classification is a process of predicting classes[3]. Classification is widely used in various fields including 

education [4] [5], banking [6], health [7] [8], stockbreeding [9], and even game development [10]. Naïve Bayes, K 

Nearest Neighbor, Decision Tree, Support Vector Machine (SVM), Convolution Neural Network (CNN), and hybrid 

approaches are some of the most commonly used classification methods. 

In its operation, Naïve Bayes uses Bayesian concepts and performs effectively with high-dimensional data [11]. 

The Naïve Bayes classifier can generate the most likely output depending on the input, has no trouble incorporating 

new raw data during runtime, and is a stronger probabilistic classifier [12]. The simplest machine learning technique 

in terms of understanding and scalability is K-Nearest Neighbor (KNN). The process of this algorithm does not take 

quite a long time [13]. In this algorithm, the nearest neighbour is calculated based on the value of k which determines 

the number of nearest neighbours to be considered as sample data points [14]. The Support Vector Machine (SVM) is 

predicated on the concept of class margin. The margin is designed in such a way that the distance between it and the 

class is maximized, reducing the chance of misclassification [15].  

Several studies have been conducted using various methodologies to classify journals or articles. Journal 

classifications, for example, [16] applied the inter-correlated Naïve Bayes method to achieve a classification accuracy 

8.65% better than the ing usual Naïve Bayes. The accuracy results were 50.49% without inter-correlated and 59.14% 
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Abstract  

In scientific research, journals are among the primary sources of information. There are quartiles or categories of quality in journals 

which are Q1, Q2, Q3, and Q4. These quartiles represent the assessment of journal. A classification machine learning algorithm is 

developed as a means in the categorization of journals. The process of classifying data to estimate an item class with an unknown 

label is called classification. Various classification algorithms, such as K-Nearest Neighbor (KNN), Naïve Bayes, and Support 

Vector Machine (SVM) are employed in this study, with several situations for exchanging training and testing data. Cross-validation 

with Confusion Matrix values of accuracy, precision, recall, and error classification is used to analyzed classification performance. 

The classifier with the finest accuracy rate is KNN with average accuracy of 70%, Naïve Bayes at 60% and SVM at 40%. This 

research suggests assumption that algorithms used in this article can approach SJR classification system.   
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with inter-correlated. Other researchers employed Naïve Bayes, which resulted in 63% accuracy rate. This research 

also used KNN for missing data imputation. Classification study utilizing other methodology of SVM for journal 

classification obtained a 61,09% accuracy score.  

The issue that arises, based on the above explanation, is the presence of errors between the SJR indicators and 

their quartile labels in various publications on the SJR website. Therefore, multiple classification algorithms were 

used in this study to identify quartiles of journals and compare them to see which classification algorithm performs 

best in article classification. 

Methods 

A. Research Design  

There are four stages in this study. The first step is to locate the dataset that will be used in the study. Data 
preparation is the next stage. Data cleaning and feature selection are done on the dataset at this point. Data is then 
entered into the chosen classification algorithm to complete the process. KNN (k Nearest Neighbor), Naïve Bayes, 
and Support Vector Machine (SVM) are the classification algorithms utilized with a 50:50, 60:40, 70:30, and 80:20 
ratio between training and test data. The investigation comes to an end with a confusion matrix evaluation. Figure 1 
describes the design of the research steps. 

 

Figure 1. Research Stage Design 

B. Research Data 

Secondary information was collected from www.scimagojr.com. The information was obtained from a journal of 
engineering in 2020, which was downloaded on October 30, 2021. As seen in Table 1, it has 2674 data points with 20 
properties. The best quartile SJR attribute is an attribute class label that includes Q1, Q2, Q3, and Q4, making this a 
multiclass categorization. 

Table 1. Dataset attribute list 

Attributes  Data Type Range  
Rank Integer 1-2907 

Sourceid Real  12035-21100967264 

Title Nominal Nature nanote, IEEE, etc 

Type Nominal Journal, Prociding  

Issn Nominal 8756758X, 14602696, etc 

SJR Real 0.100-15.555 

SJR Best Quartile  Nominal Q1, Q2, Q3, Q4, NQ 

H Index Integer 0-489 

Total Docs. (2020) Integer 0-13729 

Total Docs (3 Years) Integer 0-11842 

Total Refs. Integer 0-558443 

Total Cites. (3 years) Integer 0-109926 

Citable Docs. (3 years) Integer 0-11720 

Cite/ Doc (2 years) Real 0-88 

Ref.Doc. Real 0-356.670 

Country Nominal Saudi Arabia, USA, 

Region  Nominal Africa- Europe rope 

Publisher 
Nominal 

Zhong gu, Springer New York, 

etc 

Coverage  Nominal  2016-2018,2008-2020 

Categories  
Nominal 

Water science, Civil 
engineering, Ai, etc 
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Only nine of the 20 variables listed above were used in this study to determine the journal's quartile class. SJR top 

quartile, H index, Total Cites (3 years), Total Refs, Total Docs (2020), Total Docs (3 years), Cites / Doc (2 years), 

Total Cites (3 years), Citable Docs (3 years) are the nine qualities (3 years). These properties were selected based on 

the fact that the SJR site uses them on its page.  Therefore, it was assumed that these are the primary qualities 

employed in journal quartile classification. These characteristics were employed as independent factors to generate 

journal quartile predictive labels, which are also known as class labels [19]. The label of the journal quartile that acts 

as the label class was identified using this feature as an independent variable.  

C. Preprocessing 

This stage is critical for optimizing the classification algorithm's performance [20]. Data cleaning, data 
integration, data transformation, data reduction, and data resampling are some of the techniques used in preprocessing 
[21]. The preprocessing methods used in this investigation were data cleaning, feature selection, and data 
transformation. 

1)  Data Cleaning  

Data cleaning is used to remove useless data (missing value) or data that has a lot of noise [22]. There is still a lot 
of data in the dataset that has no value, thus it is excluded because it would harm the algorithm's performance. The 
dataset contained 2674 data before cleaning. After data cleaning, the number of data is 2634. Table 2 lists the 
specifics.  

Table 2. Sample Data After Cleaning 

SJR Best Quartile Jumlah 

Q1 704 

Q2 704 

Q3 680 

Q4 546 

Total  2634 

 

2) Feature Selection  

Feature selection is used to choose which qualities will be used as variables in the classification process. The 
attributes used in this study are SJR best quartile, H index, Total Cites (3 years), Total Refs, Total Docs (2020), Total 
Docs (3 years), Cites / Doc (2 years), Total Cites (3 years), and Citable Docs (3 Years). 

3) Data Transformation 

Data transformation is carried out to change the original data type into the required data type [23]. The SVM 
algorithm is the only one to which the data transformations are applied. Only numerical types are used by SVM [24]. 

D. Data Classification  

The classification procedure includes numerous stages, including establishing the composition of the data training 
and testing using k-fold cross-validation and proceeding with journal quartile categorization using the KNN, Naïve 
Bayes, and SVM algorithms after the data have been cleaned. The cross-validation technique is also utilized as a 
model's performance value validation function. Because 10-fold cross-validation is a standard suggestion that is 
widely utilized in most validation approaches, it was chosen as the maximum option [25]. 

E. Output and Evaluation 

The class variable of the journal quartile model is predicted by this study's output. The confusion matrix and 
classification performance were employed as evaluation models, with the One-Against-All technique being applied. 
Accuracy, precision, recall, and error state are all variables in this calculation. These four variables are used to assess 
the performance of the algorithm utilized in this model. The highest accuracy, precision, and recall levels, as well as 
the lowest error rate values, imply the best classification results. The Confusion Matrix is explained in Table 3. 

Table 3. Confusion Matrix 

Class Positive Classified Negative Classified 

Positive TP (True Positive) FN (False Positive) 

Negative FP (False Positive) TN (True Negative) 

 

Where: 

TP (True Positive) : The number of positive data with the truth value is true 

FN (False Negative) : The amount of negative data that the system considers has a value of false  
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truth 
FP (False Positive) : A lot of positive data that the system considers has a value of wrong truth 

TN (True Negative) : A lot of negative data is considered by the system to have a value of true truth  

The rate of the model's true value in classifying data is the amount of accuracy. 

                       𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                   (1) 

The level of sensitivity or recall shows the success of the model in finding information. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                       (2) 

The degree of precision is the ratio of correctly predicted positive observations to the total predicted positive 
observations 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                                               (3) 

Classification error is the possibility of an error in the classification. 

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 + 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 = 100%                                            (4) 

Results and Discussion  

Several scenarios were tested during the data classification phase to determine which algorithm performed best 

in journal quartile classification. As stated in Table 4, the scenario is based on using training and testing data for 

each approach.  

Table 4. Scenarios of Dataset Distribution 

Scenario Data Training Data Testing 

1 50 50 

2 60 40 

3 70 30 

4 80 20 

 

The results of the application of the algorithms are shown in Table 5. The first algorithm applied was KNN with 
algorithm value of k = 5. The second and the third algorithm were Naive Bayes algorithm and SVM with the linear 
kernel respectively. The linear kernel was chosen as it has a higher value than other kernels [26].  

Table 5. Classification Result From Various Algorithms 

Scena

rio 

KNN  Naïve Bayes  SVM  

Accur

acy  

Precisi

on  

Reca

ll  

Erro

r  

Accur

acy  

Precisi

on  

Reca

ll  

Erro

r  

Accur

acy  

Precisi

on  

Reca

ll  

Erro

r  

1 74.87% 59.96% 59.93

% 

25.13

% 

68.79% 55.78% 55.86

% 

31.21

% 

41.53% 30.24% 31.71

% 

58.47

% 

2 73.47% 58.50% 59.05

% 

26.57

% 

63.19% 52.38% 51.66

% 

36.81

% 

38.93% 28.41% 29.79

% 

61.01

% 

3 72.15% 57.61% 57.91

% 

27.85

% 

64.18% 52.67% 52.38

% 

35.82

% 

41.27% 29.80% 31.50

% 

58.73

% 

4 73.06% 58.26% 58.67

% 

26.94

% 

63.57% 57.99% 51.85

% 

36.43

% 

43.07% 48.39% 33.24

% 

56.93

% 

 
According to Table 5, the highest accuracy value from KNN was 74.87 percent, using a 50:50 ratio between 

testing data and a balanced test and a KNN value of 5. The same process occured when accuracy validation, recall, 
and classification error numbers were calculated. As seen in the table, there was no correlation between the number of 
sample ratios and the classification algorithm's accuracy. Naïve Bayes algorithm performed admirably, with an 
accuracy value of more than 60%. With the accuracy of 68.79 percent and inaccuracy of 31.21 percent, scenario one 
offers the best value. On the other hand, the second scenario has the poorest value with an error value of 36.81 
percent. The results of journal quartile categorization with SVM follow a pattern that is nearly identical to that of the 
KNN approach. With a rating of 43.07 percent, the fourth scenario has the best accuracy. This scenario likewise has 
the greatest precision, with a difference nearly double that of the other ratios. Because all of the accuracy numbers are 
less than 50%, this algorithm works is the least optimal. Because SVM performs poorly in multiclass classification 
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and with a large number of data samples, it has the lowest accuracy value [27]. A summary of all the experiments 
carried out is presented in Table 6 

Table 6. Comparison of each method's best results 

Methode Scenario Accuracy 

KNN 1 74.87% 

Naïve Bayes 1 68.79% 

SVM 4 43.07% 

 

KNN, with an accuracy of 74.87 percent, is the best algorithm for journal quartile categorization, while SVM is 

less ideal. 

Conclusion  

The k-nearest neighbor (KNN) method has the highest accuracy in the journal quartile categorization by 70% for 

all data-sharing conditions from 50:50 to 80:20, according to the results of testing many techniques with different 

data-sharing scenarios. Additionally, it was found that the sample ratio distribution closely resembles the accuracy, 

precision, and recall values. While the correlation between the sampling ratio and the error classification value is 

inverse. SVM works poorly with accuracy values of less than 50%. It is strongly advised to use an advanced method 

like ensemble models for the same subject research in the future to improve performance. 
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