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Introduction 

Reviews are a form of user’s sharing experience on a product or service [1]. Reviews can be used as a reference 

for potential consumers to determine their preferences to buy, use, consume a product or not. By business entities it 

can be used to find out public's opinion on the product or the performance of its business product. This can be 

utilized to improve the next business decision. In this digitalization era, consumers often submit reviews of a 

product or service using video or text. In text reviews, consumers often write them on online platforms, such as 

social media or comment fields [2]. However, manually processing a large amount of review data would be very 

difficult and time-consuming, therefore automated sentiment analysis can be employed [3] to derive polarity 

information from existing reviews. 

Popular methods used to perform sentiment analysis are machine learning methods [4], [5], including naive 

bayes [6], [7], logistic regression [8] and support vector machines [9], [10]. Although the methods show promising 

performance, manual extraction features are required. Sometimes to perform an in-depth analysis more complex 

features are required. To overcome these weaknesses, deep learning can be used. It extracts features directly from 

the data during the training process so that manual extraction is not required. 

The most widely used methods In deep learning for sentiment analysis are recurrent neural networks [11], [12], 

and convolutional neural networks [13], [14]. In the research conducted [15], proposed the recurrent convolutional 

neural network (RCNN) method. This method is the development of a deep learning by combining the recurrent 

neural network (RNN) and convolutional neural network (CNN) methods, so that the recurrent convolutional neural 

network (RCNN) method obtains advantages of the two models. In sentiment analysis, RCNN perform better results 

than naive Bayes, support vector machines, recurrent neural network, and convolutional neural network [16], [17] 
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Abstract 
Reviews are a form of user experience information on a product or service that can be used as a reference for potential 

consumers’ preferences to buy, use, or consume a product. They can be also used by business entities to find out public opinion 

about their product or the performance of their business products. It will be very difficult to process the review data manually 

and it will take a long time. Therefore, sentiment analysis automation can be used to get polarity information from existing 

reviews. In this study, IndoBERT with Recurrent Convolutional Neural Network (RCNN) was used to automate sentiment 

analysis of Indonesian reviews. The data used was a sentiment analysis dataset obtained from IndoNLU with sentiment 

consisting of negative sentiment, neutral sentiment, and positive sentiment. The results of the test showed that IndoBERT with 

the Recurrent Convolutional Neural Network (RCNN) had better results than the IndoBERT base. IndoBERT with Recurrent 

Convolutional Neural Network (RCNN) obtained 95.16% accuracy, 94.05% precision, 92.74% recall and 93.27% f1 score. 
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and better than the rule-based method [18]. Despite getting promising performance, deep learning methods have a 

complex architecture so that to get optimal results a large dataset is required.  Building a large dataset requires high 

cost. To overcome this problem, transfer learning techniques can be used, namely by using a pretrained model that 

has been previously trained with a very large dataset. 

The potential pretrained models for Indonesian are multilingual BERT [19], [20], and IndoBERT [21]. For 

sentiment analysis using multilingual BERT indicated promising results on the English dataset [22], but for 

sentiment analysis on the Indonesian dataset the performance was not better than Naive Bayes [23]. In multilingual 

BERT, the BERT model is trained using a dataset from the Wikipedia corpus where the writing is more formal and 

less noisy. To overcome this problem, a pretrained IndoBERT model can be used which has previously been trained 

with a larger and more diverse Indonesian language dataset (Indo4B), including online news, social media, 

Wikipedia, online articles, subtitles from video recordings, and parallel datasets. Sentiment analysis using 

IndoBERT showed better results compared to multilingual BERT and other pretrained models [21]. Then it obtained 

better performance compared to kNN, SVM, naive bayes, decision tree, and random forest [24]. Even so, the 

development of a pretrained model based on the BERT model is still at an early stage, there are still many 

opportunities to develop the model [25]. 

The developments of the BERT-based model has been carried out by [12] by conducting experiments on the 

pretrained multilingual BERT model for sentiment analysis on the Vietnamese language dataset, namely doing fine 

tuning by using all the outputs of the multilingual BERT pretrained model as input for the classification model. It 

resulted in multilingual BERT with the recurrent convolutional neural network (RCNN) model as the best 

performance model compared to multilingual BERT base and multilingual BERT with other classification models. 

Based on this background, the current research is an adaptation of research from [12] for sentiment analysis on 

Indonesian reviews, namely fine-tuning the pretrained IndoBERT model with the recurrent convolutional neural 

network (RCNN) model to obtain the accuracy value of sentiment analysis on better  review on the Indonesian 

language. 

Method  

In this study, a transfer learning process was carried out for sentiment analysis by using the pretrained IndoBERT 
model and fine tuning. All output tokens from the pretrained IndoBERT model would be used as input for the RCNN 
classification model. An illustration of the architecture of the model can be seen in Figure 1. 

 

Figure 1. Architecture of IndoBERT-RCNN 

This research started with collecting data taken from IndoNLU. The data was the smsa dataset. There were three 
sentiments in the dataset, namely positive, neutral, and negative. The dataset was a dataset obtained from several 
social media, including Twitter, Zomato, TripAdvisor, Facebook, Instagram, Qraved. The dataset consisted of 11000 
training data, 1260 validation data, and 500 test data. However, in this study, only training data and validation data 
were used, because the test data on the SMSA dataset from IndoNLU had been masked. The validation data of the 
SMSA dataset was employed as test data, and the training data of the SMSA dataset would be divided into training 
data and validation data with a proportion of 9:1. 

A. IndoBERT 

IndoBERT is a pretrained model introduced by [7]. It is a pretrained model based on the BERT model [19] which 
was trained with 4 billion words of Indonesian text data derived from online news, social media, Wikipedia, online 
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articles, subtitles from video recordings, and a parallel dataset which was later called Indo4B [26]. BERT or 
Bidirectional Encoder Representations from Transformers itself is a model with several structural layers of 
bidirectional transformer encoder based on transformer architecture [27]. 

In the BERT training framework there were two stages, pretraining and fine tuning [28]. In the pretraining stage, 
BERT was trained with datasets that did not have labels. At this stage, BERT was trained to use two self-supervised 
tasks, namely Masked LM (Masked Language Model) and Next Sentence Prediction. BERT would learn to 
understand a language and its context. For IndoBERT, at the pretraining stage, it was trained using the Indo4B 
dataset. Then in the fine tuning stage, the trained model in the pre-training stage was adjusted and then trained with a 
specific dataset that had a label. 

For single sentence classification tasks such as sentiment analysis [29], basically the BERT model would only use 
the output token [C] to predict the label of the data. The illustration for the single sentence classification task can be 
seen in Figure 2. 

 

Figure 2. Single Sentence BERT 

B. Recurrent Convolutional Neural Network (RCNN) 

RCNN or recurrent convolutional neural network is a model that combines recurrent and convolutional structures 
[15]. By combining both, this model benefits from the recurrent neural network model and the convolutional neural 
network model. The structure of RCNN can be seen in Figure 3. 

 

Figure 3. Architecture of RCNN 

The recurrent structure used a bi-directional recurrent neural network used to capture contextual information [30] 
as much as possible when studying word representation. The main idea was to create a representation consisting of 
the left context obtained from the forward RNN with Equation 1, whereas the right context were obtained from the 
backward RNN with Equation 2. 

  (  )   (  (    ) 
( )   (    ) 

(  )) (1) 

  (  )   (  (    ) 
( )   (    ) 

(  )) (2) 
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The left-side context for the first embedding word used the same shared parameters as   (  ). The right-side 
context of the last embedding word shared the parameter with   (  ), and for the non-linear activation function by 
default the activation tanh was used. From Equation 1, and Equation 2, it showed that all left context and right 
context can be captured with context vector. Then the representations in the form of left-side context vector   (  ), 
embedding word  (  ), and the obtained right-side context vector   (  ) were combined with Equation 3. 

   [  (  )  (  )   (  )] (3) 

After getting the word representation, the next step was to find the value of   
( )

as can be seen in Figure 3 with 

Equation 4.   
( )

containing a semantic vector used to find the most useful semantics in embedding word. 

  
( )
     (   

( )   ( )) (4) 

As can be seen in Figure 3, the next step was to apply a max-pooling layer for feature extraction from each 
representation by Equation 5. The max function in Equation 5 took the maximum value of all representation 
elements from the embedding word. 

 

 ( )        
   

( )
 (5) 

Finally, to get the output layer, the calculation was carried out with Equation 6. Because the output layer 
produced logits, the activation function Softmax was used for classification of more than two classes. Logits itself 
was a rough probability output of the classified sentence. The activation function Softmax was used to convert the 
rough probability into a probability, when added together, they would get the final result 1 with Equation 7. 

 ( )   ( ) ( )  ( ) (6) 

 ( )         ( ( )  (7) 

 

Results and Discussion  

In this study, fine tuning of IndoBERT with RCNN was carried out. Then to determine the effect on accuracy, a 
baseline was needed to be compared. It used the IndoBERT base model. Then hyperparameters for fine tuning were 
used based on recommendations from [19], including batch sizes 16 and 32, using the Adam optimizer with learning 
rates of 2e-5, 3e-5, and 5e-5, as well as epochs 2, 3, and 4. The results of the tests in this study can be seen in Table 1. 

Table 1. Results of testing 

Architecture Batch size Learning rate  Epoch Accuracy F1 

IndoBERT-RCNN 

16 

2e-5 

2 94.37 92.44 

3 94.6 92.25 

4 94.92 93.04 

3e-5 

2 94.92 92.96 

3 95.16 93.27 

4 93.97 92.26 

5e-5 

2 94.21 92.14 

3 91.27 89.21 

4 94.52 92.04 

32 

2e-5 

2 94.6 92.12 

3 94.37 92.22 

4 94.68 92.56 

3e-5 

2 93.73 91.18 

3 92.06 88.66 

4 93.97 91.66 

5e-5 

2 92.78 91.11 

3 94.05 92.28 

4 93.02 89.68 

IndoBERT base 16 2e-5 

2 93.57 90.48 

3 94.21 92.27 

4 94.6 92.5 
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Architecture Batch size Learning rate  Epoch Accuracy F1 

3e-5 

2 93.57 91.29 

3 94.21 92.39 

4 93.25 89.69 

5e-5 

2 93.02 90.69 

3 93.17 90.97 

4 93.49 91.33 

32 

2e-5 

2 93.97 91.8 

3 94.6 92.69 

4 94.37 92.07 

3e-5 

2 94.44 91.73 

3 94.76 92.6 

4 94.21 91.84 

5e-5 

2 94.52 92.48 

3 92.62 88.68 

4 93.81 91.18 

 

Based on the results of the tests conducted by IndoBERT with the Recurrent Convolutional Neural Network 

(RCNN) the best results were obtained with hyperparameter 16 batch sizes, learning rate 3e-5 and 3 epochs obtained 

accuracy values of 95.16%, and f1 score was 93.27%. IndoBERT base got the best results with an accuracy value of 

95.16%, and f1 score was 93.27% with batch size 32, learning rate 2e-5 and epoch 3. 

Based on these results, IndoBERT with RCNN obtained better results than IndoBERT base with 95.16% 

accuracy, and f1 score was 93.27% with batch size 16, learning rate 3e-5 and epoch 3. 

 

Conclusion  

The results showed that fine tuning IndoBERT with RCNN performed better than IndoBERT base on sentiment 

analysis of Indonesian reviews. IndoBERT fine tuning with RCNN on sentiment analysis of Indonesian reviews 

obtained the best results with an accuracy value of 95.16 and an f1 score was 93.27% with a batch size of 16, 

learning rate 3e-5 and epoch 3. This shows that fine tuning IndoBERT by using all outputs as input for the RCNN 

results in accuracy performance improvement for sentiment analysis of Indonesian reviews. 

In the future research, IndoBERT or IndoBERT with RCNN can be utilized to carry out various other tasks in 

the field of natural language processing, such as: hoax detection, sarcasm detection, news categorization, topic 

analysis, emotion classification, aspect-based sentiment analysis, post tagging, named entities. recognition, question 

answering, and other natural language processing tasks [31]. 
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