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Introduction 

Diabetes Mellitus (DM) is a metabolic disorder that is genetically and clinically heterogeneous with manifestations 

in the form of loss of carbohydrate tolerance characterized by high blood sugar levels as a result of insufficient insulin 

function. Diabetes mellitus has become a global health problem. The prevalence and incidence of diabetes mellitus 

are increasing drastically all over the world including Indonesia [1]. Southeast Asia ranks as the world's third-largest 

region for diabetes mellitus prevalence. The prevalence of diabetes mellitus in 2019 in individuals aged 20-79 years 

was 8.3%. There is an increase in the prevalence of diabetes mellitus in people aged 65-79 years, which is 19.9% or 

111.2 million. It is estimated that in 2045 the prevalence of people with diabetes mellitus will increase by 700 million 

[2].  This number is predicted to grow to 700 million people by 2045. Most people with diabetes live in low and 

middle-income countries, while 1.6 million deaths are caused directly by diabetes each year. That makes diabetes one 

of the ten leading causes of death worldwide [3]. 

Diabetes can be caused by various factors, including poor diet, chemicals or toxic content in food, environmental 

pollution, bacteria, virus infections, eating habits, lifestyle changes, and obesity [4]. The high number of people with 

DM is due to sufferers not realizing the initial symptoms that appear, including frequent urination (polyuria), frequent 

thirst (polydipsia), and a lot of eating easy hunger (polyphagia). In addition, there are often symptoms of blurred 

vision, tingling in the hands or feet, itching that is often very disturbing (pruritus), and weight loss for no apparent 

reason. For further detection, laboratory tests are needed to check the blood sugar level, fasting blood sugar level, and 

plasma glucose content after 2 hours [5]. 

Research on diabetes mellitus shows that late and improper treatment of people with diabetes mellitus results in 

uncontrolled blood sugar levels over a long period of time, a condition that causes serious changes in the heart, blood 

vessels in the brain and legs, nerves, kidneys, and eyes. Public knowledge about diabetes mellitus 39.30% is influenced 

by public health education and information about diabetes mellitus received by the community [6], [7]. Early detection 

of diabetes mellitus events can prevent the onset of chronic complications and allow appropriate and rapid treatment. 

The increasing amount of health data and the need for fast and accurate presentation of information is encouraging 
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Abstract  

Diabetes Mellitus is a genetically and clinically heterogeneous metabolic disorder with manifestations of loss of carbohydrate 

tolerance characterized by high blood glucose levels as a result of insulin insufficiency. Public knowledge of diabetes mellitus 

39.30% is influenced by public health education and information about diabetes mellitus that the public has ever received. Early 

detection of diabetes mellitus can prevent the development of chronic complications and allow timely and rapid treatment. The 

aim of this study is to simulate the early detection of diabetes mellitus with the K-Nearest Neighbors (K-NN) algorithm using 

Cloud-Base Runtime (COLAB). The highest accuracy is 76% in k=3, the highest precision is 68% in k=3, and the highest recall 

is 60% in k=3.  The researchers used K-NN as a method to classify data from the Pima Indians Diabetes Database and obtained a 

fairly good accuracy value of 76% with a value of k = 3. 
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the application of technology in various aspects of the health sector [8]. The application of this technology certainly 

requires new methods of processing and presenting information so that it can be used by different groups such as 

academics, government, and the general public. Different data mining methods can be used to solve classification 

problems. The number of attributes can affect the performance of an algorithm, several algorithms can be used to 

perform classification tasks, one of the best data mining classification algorithms is K-NN. 

The K-Nearest Neighbors or K-NN technique is a classification model that has several advantages, its application 

is simple but effective in many cases [9], [10], [11]. Training on K-NN is very fast and robust, even in the presence 

of noise data. K-NN also performs well in systems where a sample has many class labels. K-Nearest Neighbors (K-

NN) is a lazy learning algorithm that uses a classification method for objects based on the data closest to the object. 

K-NN is also part of the instance-based learning group [12], [13].  K-Nearest Neighbors or K-NN is an algorithm that 

classifies data based on training data sets taken from the K nearest neighbors. Several studies have been conducted by 

previous researchers related to the identification of diabetes mellitus using K-Nearest Neighbors (K-NN), Yunita, et 

al [14] in their research found that K-NN is able to classify diabetes disease data based on age, diet influence, and 

other factors. Furthermore, research of Asmarani [15] explained that K-NN has good accuracy for diabetes disease 

data. The highest accuracy obtained was 66.6667% with a value of k = 5. Mahalisa, et al [16] also explained in their 

research that object classification is very important. The number of attributes can affect the performance of an 

algorithm, in the simulation results a good accuracy value of 76% was obtained. 

 

Method  

The process of discovering a model (or function) that describes and distinguishes classes of data or concepts, to 

be used to predict the class of an object whose class label is unknown [17]. Widely used classification algorithms 

include decision/classification trees, Bayesian classifiers/Naïve Bayes classifiers, neural networks, statistical analysis, 

genetic algorithms, rough sets, K-Nearest Neighbors, rule-based methods, memory-based reasoning, and support vector 

machines (SVM). 

 Our research methodology consists of several stages: first, we collect the dataset. Second, we pre-process the 

dataset to build the model. Thirdly, we find the prediction model of the K-NN classification algorithm, fourthly, we run 

the K-NN algorithm to predict the diabetes indication. Figure 1 shows a diagram of the stages of the K-Nearest 

Neighbors (K-NN) process. 

 

Figure 1. Flowchart of the K-NN stages 
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A. Classification 

Classification is the process of grouping an object into a particular class. Various cases related to object grouping 

can be solved by applying classification techniques [18]. Classification algorithms use training data to build a model. 

The built model is then used to predict the class label of new unknown data. 

B. K-Nearest Neighbor 

The K-Nearest Neighbor (K-NN) algorithm is an algorithm that determines the distance value in test data with 

training data based on the smallest value of the nearest neighbor value. The purpose of this algorithm is to classify new 

objects based on attributes and training samples [19]. The K-NN algorithm is a method that uses a supervised algorithm 

[20], [21]. The difference between supervised and unsupervised learning is that supervised learning aims to find new 

patterns in the data by associating existing data patterns with new data. In unsupervised learning, the data does not yet 

have a pattern, and the purpose of unsupervised learning is to find patterns in the data. The stages of the K-NN algorithm 

are explained as follows: 

1. Preparation of training data and test data 

2. Determine the value of k 

3. Calculate the distance of the test data to each training data. 

4. The training data is calculated using the Euclidean distance formula as follows Equation 1: 

 

𝑑(𝑋1, 𝑋2) = √∑(𝑋1𝑖 − 𝑋2𝑖)2

𝑛

𝑖=1

                                                                                             (1) 

 
5. Determine the value of k training data that is closest to the test data. 

6. Check the labels of the k nearest training data 

7. Identify the label with the highest frequency 

8. Put the test data into the class with the highest frequency 

9. Condition stop. 

 

Results and Discussion  

In this study we present the stages in the simulation process of early detection of diabetes mellitus (DM). The 

steps are explained as follows: 

A. Dataset 

The dataset used in this study is from the Pima Indians Diabetes Database, published by UCI Machine Learning 
on the website https://www.kaggle.com/. The dataset consists of several medical predictor variables (independent). 
There are 9 variables that determine whether someone has diabetes or not. The variables are shown in Table 1. 

Table 1. Predictor Variables 

Variable Description 

Pregnancies The percentage of times a woman has been pregnant in her lifetime 

Insulin Insulin level in 2-hour serum insulin in units of mu U/ml 

Glucose Percentage of blood glucose at 2 hours in the glucose tolerance test 

BMI Body mass index (weight in kg/height in metres) 

Blood Pressure Blood pressure in mm/hg 

Diabetes Pidegree Function Indicators of a family or hereditary history of diabetes 

Skin Thickness A measurement of body fat taken on the arm midway between the olecranon 
process of the elbow and the acromial process. 

Age Age of a sample 

 

where the dependent variable is the output of the prediction results with a class variable of 0 or 1, 0 if a sample does not have 

diabetes and 1 if a sample has diabetes. 

 

B. Preprocessing 

At this stage, missing data values are checked as the dataset may contain incomplete data. Missing data values are 

replaced by the median value of each variable, so that each data in the dataset variable has an absolute value. Table 2 

shows a preprocessing data. 

https://www.kaggle.com/
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Table 2. Preprocessing 

No Pregnancies Glucose 
Blood 

Pressure 

Skin 

Thickness 
Insulin BMI 

Diabetes Pedigree 

Function 
Age Outcome 

0 6 148 72 35 0 33.6 0.627 50 1 

1 1 85 66 29 0 26.6 0.351 31 0 

2 8 183 64 0 0 23.3 0.672 32 1 

3 1 89 66 23 94 28.1 0.167 21 0 

4 0 137 40 35 168 43.1 0.288 33 1 

 

C. Modeling 

In this stage, the application of models and techniques is adjusted from several parameters to obtain an 

optimum value. Figure 2 shows a modeling implementation on COLAB. 

 

Figure 2. Modeling Implementation on COLAB 

Before proceeding with the prediction process, the author will standardize the scales of all variables so that they 

can be scored uniformly. If one of the variables has a distance with a large range (different scales), the value must be 

adjusted. So, the distance between all variables must be standardized so that the final distance obtained is proportional. 

Next, we start the prediction with k=3 and continue with k=5 (where k is determined by each researcher) as show in 

Figure 3. 

 

Figure 3. Determination of K Value on COLAB 

 

The next step is to apply the K-NN method, the selection of k values in this study is the value of k = 3 and k = 5.  

Table 3 shows the experimental results of the K-NN method at k = 3 and k = 5. 
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Table 3. Results of Installing Class k 

K=3, K=5 (TP=True Positive, FN= False Negative) 

1 1 TP  

0 0 FN  

1 1 TP 

0 0 FN 

0 0 FN 

----- ----- ----- 

----- ----- ----- 

0 0 FN 

0 0 FN 

 

Based on Table 3, the next step is to translate the results into a confusion matrix. Table 4 shows the confusion 

matrix for k=3. Figure 4 show the confusion matrix process on COLAB. 

Table 4. Confusion Matrix k=3 

N=120 Predicted: 1 Predicted: 0 

Actual : 1 37 52 

Actual : 0 138 29 

 

 

Figure 4. Confusion Matrix Process on COLAB 

Once applied to the confusion matrix, the performance of the method can be measured at a value of k = 3 as shown 

in Table 5, in this study the performance measured is accuracy, precision, and recall. 

 

Table 5. K-NN Simulation Results of k=3 

No Model Accuracy Precission Recall F1 Score F2 Score 

0 KNN 0.765625 0.683544 0.606742 0.642857 0.622069 

 

The next step continues with the confusion matrix experiment at k=5, based on the data previously presented in 

Table 3. Table 6 and Table 7 shows the results of the confusion matrix at k=5. 

Table 6. Confusion Matrix of k=5 

N=120 Predicted: 1 Predicted: 0 

Actual : 1 37 55 

Actual : 0 138 23 

 

Table 7. K-NN Simulation Results of k=5 

No Model Accuracy Precision Recall F1 Score F2 Score 

0 KNN 0.742188 0.626374 0.640449 0.633333 0.637584 

 

Conclusion  

From the results of the calculation and simulation of the K-Nearest Neighbors (K-NN) algorithm above, it has 

obtained the highest accuracy result of 76% at k = 3, the highest precision is 68% at k = 3, the highest recall is 60% 

at k = 3. Researchers using K-NN as a method to classify data from the Pima Indians Diabetes Database obtained a 

fairly good accuracy value of 76% with a value of k = 3. Suggestions for further research are to conduct the same 

experiment by adding the amount of data and applying cross-validation. 
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