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Introduction 

The Indonesian government, primarily through the Director General of Population and Civil Registration, 
continues to improve its performance to increase the ownership scope of population documents. In 2014, the total 
ownership of Electronic Identity Card or known as KTPel (Kartu Tanda Pendududuk Elektronik) only reached 

80.86% of the Indonesian population. At the end of 2021, it reached 99.15%. Likewise, the ownership of Birth 
Certificates from 31.25% in 2014 and it reached 96.57% by the end of 2021, Child Identity Card or KIA (Kartu 
Identitas Anak) 41.98%[1].  

Many innovations have been made to support the acceleration of population document ownership, including 
Electronic signature[2], the Use of white HVS paper A4 80gr[3], and the Independent Dukcapil Platform or ADM 
(Anjungan Dukcapil Mandiri). The electronic signature is a QR Code that replaces signatures and stamps on 
population documents. It makes it easier for the head of the service to sign all population documents without having 

to be present at the office. Signing can be done anywhere, anytime, so that service can be faster. The use of white 
HVS paper size A4 80gr makes it easier for people to print their documents without having to come to the office. 
People also can download the documents sent to their email or other media and print them. While ADM is a kind of 

ATM that can print documents, especially KTPel and KIA, ADM is usually placed in public access. Mentioned 
innovations are carried out by the Director General of Population and Civil Registration to facilitate services, to 
bring services closer to the community, to provide happy services, and to maximize the achievement of population 

documents' ownership, Another innovation that is often carried out by the Population and Civil Registration Service 
or  Disdukcapil (Dinas Kependudukan dan Pencatatan Sipil) in the district is with "a ball pick-up service" or direct 
service to villages using mobile services[4][5]. This mobile service aims to bring services closer to the community 
and to increase the scope of population documents' ownership 

Likewise Disdukcapil Alor Regency, East Nusa Tenggara (NTT) in which Alor Regency is one of the 
archipelago districts in east Nusa Tenggara and whose topography consists of mountains, valleys and several 
islands, to reach people who live in villages far away from the city and have difficulty accessing service centers, 
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Abstract 

To maximize and get population document services closer to the community, the Disdukcapil district 

of Alor provides mobile services by visiting people in remote villages which difficult-to-reach service 

centres in the city. Due to a large number of villages and limited time and costs, not all villages can be 

served, so the kNN algorithm is needed to determine which villages are eligible to be served. The 

criteria used in this determination are village distance, difficulty level, and document ownership (Birth 

Certificate, KIA, family card, and KTPel). The classes that will be determined are "Very eligible", 

"Eligible", and "Not eligible". By applying Z-Score normalization with the value of K=5, the 

classification gets 94.12% accuracy, while non-normalized only gets 88.24% accuracy. Thus, applying 

normalization to training data can improve the kNN algorithm's accuracy in determining eligible 

villages for "ball pick-up" or mobile services. 
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Disdukcapil Kab. Alor provides "ball pick-up services" or direct services to the people in the villages. However, not 

all villages can be served due to the huge number of villages and also limited time and budget, so it must be selected 
and sorted out villages that are eligible to be served by mobile services. So far, the selection of these villages is 
made manually, there are no particular criteria in the assessment, so it cannot be separated from the element of 

subjectivity. Therefore, to overcome this issue, this study will discuss the method of selecting eligible villages for 
"ball pick-up services" or mobile services using one of the data mining classification methods using the kNN 
algorithm. 

Data mining is the process of discovering patterns, models and other types of knowledge from big data[6] first 
appeared in the 1990s. Data mining is analogous to looking for gold grains among sand and soil. From data that has 
not been patterned, specific characteristics are analyzed to generate something new. Data mining is part of the steps 
in Knowledge Discovery at the Database (KDD)[7]. It is the process of identifying the discovery of knowledge, 

extracting patterns and information considered necessary from a large piece of data, and resulting in new knowledge 
by applying artificial intelligence patterns.  

Many applications have been specifically designed to facilitate data mining processing and modeling, such as 

RapidMiner, Xplenty, Datawatch, Oracle Data Mining, KNIME, Orange, SAS Data Mining, and WEKA, etc. 

There are several types of methods in data mining, including the classification method. The classification 
method is a process of predicting unknown data by taking a collection of patterns from previous data[8] through two 

processes, the first is the training process, namely the process of building a model from data that has been known to 
be labeled/classed, and the second is the testing process using known data labeled to determine the accuracy of the 
modeling results. 

Several algorithms are used for classification methods, including K-Nearest Neighbor (kNN). kNN is a 

supervised machine learning algorithm technique that is the most powerful, simple, and easy to implement[9]. The 
concept is that, ideally, adjacent objects will usually have the same characteristics. So, by knowing the 
characteristics of an object, the characteristics of nearby objects can be predictable[10]. Who learns the function of 

data training to create a class from new data[11]. Euclidean Distance is one of the most well-known and frequently 
used methods in arithmetic operations. Euclidean Distance is a straight-line interval between two entities within the 
Euclidean region, both unidirectional and opposite, both of which are of equal value because the Euclidean Distance 

value is of absolute value[12] 

There have been many studies conducted by previous researchers using classification techniques with the kNN 

algorithm. In the world of health, by using several methods, including kNN to diagnose diseases by detecting white 

blood cells[13], it is also used to analyze EEG signals using Neurosky Mindwave to classify human feelings[14]. In 

the wood industry, kNN is used to predict the number and dimensions of sengon wood pieces[15]. Meanwhile, kNN 

is also used to detect fish freshness by comparing fish eye images to predict fish freshness[16]. Moreover, kNN 

method is also used in voice research as login authentication[17], image comparison to determine the authenticity of 

a logo[18], and the authenticity of rupiah currency[19]. From existing research, raising issues related to improving 

public services is rarely done. In this study, researchers tried to use the kNN algorithm to determine villages that 

deserve services for traveling population documents and civil registration. 

Method  

The method used in this research refers to the Cross-Industry Standard Process for Data Mining (CRISP-DM) 
method, a method that is quite widely recognized in data mining projects. CRISP-DM is a method in the form of a 
hierarchy and is goal-oriented[20][21], which divides the data mining stages into six stages[22][23]. Figure 1 shows 
the flow of six stages in CRISP-DM : 

 

Figure 1. CRISP-DM Flow Diagram 
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A brief description of CRISP-DM is as follows[20]: 

1. Business Understanding. Understanding the objectives and needs of a data mining project. At this stage, the 
optimal goals and results to be achieved are determined, the infrastructure to be used, and the plan of data 
mining project implementation. 

2. Data Understanding. Collecting and understanding the necessary data. Choosing a data source, describing, and 
differentiating data quality. At this stage, data improvement can be made if errors are found, and the data is 
empty when exploring the data. 

3. Data Preparation. At this stage, the data collected and verified in the previous stage is cleaned, compiled, and 
integrated (when there is more than one data source). The data is then formatted to be a ready dataset to be 
implemented in the model to be used. In supervised learning projects, the process of compiling label attributes 
and dividing datasets into data training and testing is carried out at this stage 

4. Modeling. At this stage, selecting and applying a model that matches the data prepared in the previous stage. 
Analyzing the modeling results, if needed, it can return to the data preparation stage to adjust the data to the 
appropriate model. 

5. Evaluation. At this stage, the quality, efficiency, and effectiveness of previously applied models are evaluated 
before being applied in the field. Evaluation is not only on the applied model but also on results adapted to the 
goals that have been determined at the initial stage. 

6. Deployment. The deployment stage is where the information obtained from the data mining process which 
compiled and presented in a specific form to be useful for users. At this stage, it can be made in the form of a 
report or a software component. 

A. Business Understanding 

This study aims to determine eligible villages for mobile population document services. Considering the 
characteristics of the village's distance, access difficulty, and percentage of ownership population documents such as 
Birth Certificates, Kartu Identitas Anak (KIA), Electronic Kartu Tanda Penduduk (KTPel), and Kartu Keluarga. This 
determination is crucial in determining eligible villages, because Disdukcapil has just only used manual determination 
that cannot be separated from the element of subjectivity. This eligibility determination uses classification techniques 
in data mining; the algorithm is k-nearest neighbor (kNN), and RapidMiner is an application tool for modeling and 
measuring its performance.  

This project uses a laptop with the specifications: AMD Ryzen 7 5800h Processor, 8Gb RAM, and 500GB SDD, 
with Microsoft Windows 11 System operation. 

B. Data Understanding 

The attributes used in this study consist of 10 attributes, as described in Table 1. The data type used in this table is 

based on the data type in the RapidMiner application 

Table 1. The List of Attributes used in Determining Eligible Villages for Mobile Services 

Attributes Data Type Description 

No (id) Int No. Id Record 

District_ Name (Exclude) Polynomial Name of District 

Village_ Name (Exclude) Polynomial Name of Village 

K_AL Real Percentage of birth certificate ownership (%) 

K_KIA Real Percentage of KIA ownership (%) 

K_KTP Real Percentage of KTP ownership (%) 

K_KK Real Percentage of family card (Kartu Keluarga) ownership (%) 

Ak_lok Real The difficulty level of access from the village to the city (scale) 

Jrk Real Mileage from village to city (km) 

Eligibility (Label) Polynomial 
Eligibility levels for mobile servicing, consist of three categories: "Not 

Eligible", "Eligible", "Very Eligible" 

However, from these ten attributes, as shown in Table 1, two attributes are not included in the process because 

they have no contribution to the calculation. The two attributes are “District_Name” and "Village_Name”. So that the 

remaining eight attributes, consist of six regular attributes: "K_AL", "K_KIA", "K_KTP," "K_KK", "Ak_Lok", and 

"Jrk", the other two attributes are special, "No" as the "id" attribute and the "Eligibility” attribute as the “label” 

attribute. The "label" attribute consists of three categories, namely, "Not Eligible", "Eligible", and "Very Eligible". 

The data used in this study were 175 records taken from Dukcapil service data from April 2022, with the 

proportion of the eligibility level as shown in Figure 2.: Not Eligible = 30%, Eligible = 48%, and Very Eligible = 

22%. 
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Figure 2. Distribution of Eligibility Variable 

C. Data Preparation  

Data Preparation is to prepare the data to be processed, standardize and normalize the data, and choose the 
attributes used in the calculation because not all existing attributes contribute to the calculation. Two of the ten 
attributes in the dataset have no contribution, so only eight will be used, consisting of two special attributes and six 
common attributes.  

The data on these attributes was carried out through a normalization process to maximize the calculation. The 
function of this normalization is to avoid data inconsistencies and anomalies. The purpose is to produce more minor 
data than the original but not eliminate its characteristics[23]. The normalization method chosen in this study is Z-
Score Normalization (ZSN)[24], by using mean values and standard deviations to recalculate data 𝑥𝑖,𝑛 to 𝑥′

𝑖,𝑛 using 
the Equation 1: 

 𝑥′
𝑖,𝑛 =

𝑥𝑖,𝑛−𝜇𝑖

𝜎𝑖
        (1) 

𝑥′
𝑖,𝑛 : Normalized data 

𝑥𝑖,𝑛 : Data before normalization 

𝜇𝑖 : The mean value of the attribute to be searched 
𝜎𝑖 : The standard deviation value of the attribute 
 

The mean of attributes (𝜇𝑖) is obtained by Equation 2 

𝜇𝑖 =
∑ 𝑥𝑗

𝑛
𝑗=1

𝑛
        (2)  

 =
𝑥1 + 𝑥2 + 𝑥3 + ⋯ + 𝑥𝑛

𝑛
 

𝜇𝑖 : The mean value of the attribute to be searched 
𝑛 : Number of records 
𝑥𝑗 : Data of j-record 

 

The standard deviation is obtained by Equation 3: 

𝜎𝑖 = √
1

𝑛
∑ (𝑥𝑗 − 𝜇𝑖)

2𝑛
𝑗=1         (3) 

𝜎𝑖 = √
(𝑥1−𝑢𝑖)2+(𝑥2−𝑢𝑖)2+(𝑥3−𝑢𝑖)2+⋯+(𝑥𝑛−𝑢𝑖)2

𝑛
  

𝜎𝑖 : Standard deviation value of the attribute 
𝑛 : Total record of training data 
𝑥𝑗 : The value of the attribute on the row to be searched for 

𝜇𝑖 : The mean value of the attribute to be searched 
 
The eligibility dataset with 175 records is then divided into two parts using the stratified sampling method, with 

a composition of 90% (158 records) as training data and 10% (17 records) as testing data. 

D. Modeling 

The next step is to prepare dataset, training data, and testing data implemented into the model using the 

RapidMiner tool. The chosen model in this study is K-Nearest Neighbor (kNN), using two forms of modeling, the 

first modeling uses non-normalized data, and the second uses normalized data using the Z-Score method. The aim is 
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to determine how much influence normalization has on algorithm performance. This modeling is done using the 

RapidMiner Studio application. The steps in the kNN algorithm are as follows[25]: 

1. Determination of the value of K. K is the amount of data of the nearest neighbor, there is no standard union in 

determining the value of K, 

2. Calculate the distance from the test data with each row of training data. The calculation uses the distance 

formula. The distance formula used in this study is Euclidean distance with Equation 4 [26][27]: 

𝐷(𝑝, 𝑞) = √∑ (𝑝𝑗 − 𝑞𝑗)
2𝑛

𝑗=1        (4) 

𝐷(𝑝, 𝑞)  = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + ⋯ + (𝑝𝑛 − 𝑞𝑛)2 

Where  

D(p,q) : Distance between new testing data and training data 

p : New testing data 

q : Training data 

n : Number of rows from the training data 

3. Sort the distance measurement results from smallest value to large 

4. Take the most majority class set from the five training data with the shortest distance as a class of the new test 

data. Figure 3 Is a visualization of modeling kNN algorithms using the RapidMiner application, from data 

retrieval to performance measurement. 

 

Figure 3. Visualization Modeling using RapidMiner Application 

E. Evaluation 

Evaluation measures the performance of the modeling that has been made in this study. The measurement uses 

using confusion matrix, and from this confusion, the matrix is analyzed for how much accuracy, average precision 

class, and average recall class. The larger these values, the better the modeling performed. 

a. Accuracy is a value that describes how accurately the model classifies correctly or the success ratio of the model 

in predicting the actual data. In other words, accuracy is how close the model's predicted results to the actual 

data. This process is called the process of measuring accuracy and loss. The measurement formula is based on 

Mao (2020) that can be seen in Equation 5 [28]   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
𝑥100%     (5) 

b. Precision is a description of the accuracy level between the requested data and the results given by the model, 

which is the ratio of true positive prediction results to all positive prediction results, precision values obtained by 

Equation 6[29]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 (%) =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑥100%     (6) 

c. Recall or sensitivity is the value of a model's success in rediscovering information or comparing the number of 

positive true predictions with the number of positive correct data. Recall can be formulated by Equation 7[29]: 

𝑅𝑒𝑐𝑎𝑙𝑙 (%) =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑥100%      (7) 

Results and Discussion  

A. Data Preparation 

For modeling using normalization, a normalization process is held before the split process. The normalization 

technique is Z-Score or zeroes score normalization by converting values to a broad scale, where the average value is 

zero and the standard deviation is one.  
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The first step is determining each attribute's mean value and standard deviation.  

Referring to Equations 2 and 3. For example, to obtain the mean value of K_AL (𝜇𝐾_𝐴𝑙) and standard deviation 

of K_AL (𝜎𝐾_𝐴𝑙) can be searched by: 

 

- The mean value of K_AL (𝜇𝐾_𝐴𝑙): 

𝜇𝐾𝐴𝐿
=

93.38 + 85.60 + 89.23 + ⋯ + 90.48

175
 

𝜇𝐾𝐴𝐿
=

15,221.31

175
= 86.98 

- Standard deviation of K_AL (𝜎𝐾_𝐴𝑙) 

𝜎𝐾_𝐴𝐿 = √
(93.38−86.98)2+(85.60−86.98)2+(89.23−86.98)2+⋯+(90.48−86.98)2

175
   

𝜎𝐾_𝐴𝐿 = √
 9,303.54 

175
= √53.16 = 7.29 

This process is applied to all existing attributes so the mean and standard deviation values are summarized in 
Table 2 

Table 2. Mean Value and Standard Deviation of Each Attribute 

 K_AL K_KIA K_KTP K_KK Ak_Lok Jrk 

mean value (𝜇) 86.98 10.98 79.77 57.35 3.19 43.19 

standard deviation (𝜎) 7.29 11.04 5.85 10.01 1.34 28.96 

 

After determining each attribute's mean value and standard deviation, the next step is to calculate the 
normalization value of each attribute from each record to the end using the Z-Score formula. As in Table 3, the 
formula used refers to Equation 1 to produce a normalized dataset. An example to get the normalization result of the 
K_AL attribute is as follows: 

 𝑥′
𝐾_𝐴𝐿,1 =

93.38−86.98

7.29
=  0.88  

 𝑥′
𝐾_𝐴𝐿,2 =

85.60−86.98

7.29
=  −0.19 

This calculation is continued until all data on the K_AL attribute is normalized. Furthermore, in the same way, it 

is done for the other attributes. 

Table 3. Data Before and After Normalization 

NO 
K_AL K_KIA K_KTP K_KK Ak_Lok Jrk 

Before After Before After Before After Before After Before After Before After 

1 93.38 0.88 18.48 0.68 86.26 1.11 74.94 1.76 6 2.11 2.1 -1.42 

2 85.60 -0.19 25.05 1.28 69.67 -1.73 58.86 0.15 6 2.11 0 -1.50 

3 89.23 0.31 16.55 0.51 83.32 0.61 70.12 1.28 6 2.11 2.1 -1.42 

4 89.78 0.38 18.78 0.71 80.53 0.13 68.40 1.11 6 2.11 3.4 -1.38 

5 90.46 0.48 13.22 0.20 79.14 -0.11 68.51 1.12 6 2.11 0.5 -1.48 

… … … … … … … … … … … … … 

174 80.00 -0.96 8.62 -0.21 77.28 -0.43 47.37 -1.00 1.5 -1.26 82 1.34 

175 90.48 0.48 10.58 -0.04 76.16 -0.62 66.67 0.93 1.5 -1.27 47 0.13 

 

For the first model (modeling without prior data normalization), The data is directly divided without a 
normalization process. While the second model, the data is divided after the normalization process. This split process 
produces two different data, training and testing data, with a ratio of 9:1, 90% (158 rows) for training data and 10% 
(17 rows) for testing data. Test data results from split data as shown in Table 4 

Table 4. Data Testing was Generated by Splitting using the Stratified Sampling Method. 

No Id K_AL K_KIA K_KTP K_KK Ak_Lok Jrk Eligibility 

1 5 0.48 0.20 -0.11 1.11 2.10 -1.47 Not eligible 

2 20 0.39 -0.91 -0.20 0.02 0.98 -1.00 Not eligible 

3 28 0.93 -0.75 1.11 1.73 -0.14 -0.11 Eligible 
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No Id K_AL K_KIA K_KTP K_KK Ak_Lok Jrk Eligibility 

4 29 1.12 2.25 -1.24 0.18 -0.14 -1.14 Eligible 

5 55 -0.93 -0.68 -0.10 -0.68 -0.14 0.06 Eligible 

6 76 1.02 0.56 -0.14 0.60 -0.14 0.82 Eligible 

7 78 -2.06 -0.72 -2.34 -2.00 -1.26 0.10 Very eligible 

8 89 -0.08 -0.57 0.71 0.15 0.98 -1.14 Not eligible 

9 93 0.28 -0.19 -0.43 -1.09 -0.14 -0.59 Eligible 

10 94 0.50 -0.41 1.08 0.94 0.98 -1.18 Not eligible 

11 116 0.40 -0.68 0.88 1.37 0.98 -1.11 Not eligible 

. 

B. KNN Algorithm 

KNN is one of the machine learning methods to predict something, predict and give a class to something that does 

not yet have a class by looking at the closeness of its characteristics[30]. Based on the stages of data mining for the K-

Nearest Neighbor algorithm[25], the steps are:  

1. Set the value k=5. 
2. Calculate the distance between the testing data attribute and all training data attributes. In this case, the 

Measurement Equation for Euclidean Distance is used as Equation 4. For example, looking for the distance 

between the third testing data (id=28) attributes with the first (id=1) of the training data attributes 

𝑑 = √(
(0.93 − 0.87)2 + ((−0.75) − 0.68)

2
+ (1.106 − 1.105)2

+(1.73 − 1.75)2 + ((−0.14) − 2.09)
2

+ ((−0.109) − (−1.41))
2) 

𝑑 = √8.747  

d =2.957  

 Next, repeat this calculation for all attributes in all training data, resulting in comparison data from the distance 

calculation between the new test data and all training data, as shown in Table 5 

3. Sort the data by the smallest Euclidean Distance. Table 5 describes the results of measuring the distance between 

the 3rd test data (id=28) and all training data that the distance value has been sorted as ascending.  

Table 5. Data Distance Between Attributes in the 3rd Testing Data (Id=28) With All Attributes of Training Data 

that have been sorted 

No Id Eligibility K_AL  K_KIA  K_KTP K_KK   Ak_Lok   Jrk  
Euclidean 

Distance 

1 25 Eligible 0.05  0.02  0.00  0.06  0.00 0.01  0.38  

2 26 Eligible 0.22  0.06  0.02  0.07  0.00 0.03  0.63  

3 48 Not eligible 0.02  0.17  0.01  0.47  0.00 0.20  0.93  

4 27 Not eligible 0.14  0.11  0.06  0.02  0.00 0.68  1.00  

5 24 Not eligible 0.00  0.12  0.01  0.08  0.00 1.14  1.16  

6 17 Not eligible 0.00  0.09  0.01  0.03  1.25  0.17  1.25  

7 23 Not eligible 0.05  0.05  0.23  1.15  0.00 0.12  1.26  

… … … … … … … … … … 

158 145 Very eligible 29.62  0.01  16.72  20.94  1.25  0.17  8.29  

 

4. Determine the class of testing data by taking the majority class from a class collection in the number of K 

records. And referring to Table 5, the results of measuring the distance between the third test data (id=28) and 

all training data. It can be concluded that the class of the data being tested is "Not Eligible" because of the five 

nearest neighboring classes. There are two classes of "Eligible" and three classes of "Not eligible" 

C. Evaluation of Modeling Results 

Evaluation using confusion matrix[31] concluded that modeling the kNN algorithm using unnormalized data, 

with values k=5, the system was only able to correctly classify 15 data from 17 data, with an accuracy of 88.24%, an 

average precision of each class of 89.17% and an average class recall value of 89.17% as seen in Table 6 

Table 6. Confusion Matrix Evaluation of Modeling Without Normalization 

 True  

Not eligible 

True  

Eligible 

True  

Very eligible 

Class 

precision (%) 

Pred. Not eligible 4 1 0 80.00 

Pred. Eligible 1 7 0 87.50 

Pred. Very Eligible 0 0 4 100 
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 True  

Not eligible 

True  

Eligible 

True  

Very eligible 

Class 

precision (%) 

Class recall (%) 80.00 87.50 100  

Meanwhile, modeling with data that has been normalized using the Z-Score technique, the system was able to 

classify 16 data from 17 test data with an accuracy of 94.12%, an average precision of each class of 94.44%, and a 

class recall value of 95.83% as seen in the Table 7. Comparison of modeling performance using normalization and 

without normalization, as shown in Figure 4 

Table 7. Confusion Matrix Evaluation of Modeling With Normalization 

 True  

Not eligible 

True  

Eligible 

True  

Very eligible 

Class 

precision (%) 

Pred. Not eligible 5 1 0 83.33 

Pred. Eligible 0 7 0 100 

Pred. Very Eligible 0 0 4 100 

Class recall (%) 100 87.50 100   

Model comparison using normalized data with non-normalized data, as shown in Figure 4. Data normalization 

increased the accuracy value by 5.88% of the data without normalization. Similarly, the average precision and 

average recall values increased by 5.27% and 6.66%. 

 

Figure 4. Graphic Comparison of kNN Modeling Performance of Mobile Service Eligibility Data 

Conclusion  

The data is taken from the service data of the Population and Civil Registration Service in Alor NTT Regency. 

The number of data used in this case was 175 data with seven assessment attributes. The 175 data were divided into 

two parts 158 data were used as training data, and 17 were used as testing data, with the value of K set to 5. Based 

on the results of the discussion on determining the eligibility of villages to get mobile services using the kNN 

method with RapidMiner software, this study concludes that modeling using normalized data using Z-Score 

produces higher accuracy than data without normalization. Normalized data get an accuracy of 94.12%. In 

comparison, data without normalization only reaches 88.24%, the average class precision on normalized data is 

94.44% while without normalization is 89.17%, and the average class recall on normalized data is 95.83% while 

without normalization is only 89.17%, thus getting maximum results, the dataset must be normalized.  
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