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Introduction 

Cardiovascular disease is one of the deadliest diseases, taking about 17 million people’s lives worldwide every 

year [1-4]. Cardiovascular disease is a disease attacking the heart and blood vessels, including coronary heart disease, 

cerebrovascular disease, rheumatic heart disease, and other heart diseases. According to WHO (World Health 

Organization) data, more than four out of five deaths from cardiovascular disease are caused by heart attacks, and 

strokes, and one-third of those deaths occur prematurely in people under 70 years of age [2][4]. 

According to estimates, 17.9 million people worldwide died in 2019 from cardiovascular disease, accounting for 

32% of all deaths. Then 85% of those deaths are caused by strokes and heart attacks. Therefore, prevention such as 

the detection of heart disease in children must be intensified at all times so that the patient's condition can be improved 

with treatment and counseling [4]. 

Based on the presentation of the facts above and the explanation of the problem, research in detecting 

cardiovascular heart disease is needed. Predicting a patient's life expectancy after being discharged from the hospital 

due to heart failure is a major challenge [5]. Machine learning approaches can be used to detect disease [6]. In the 

heart failure dataset, it is classified as an imbalance class, where there are more positive data (alive) than negative data 

(death) [7]. Class imbalance occurs because the number of majority classes far exceeds the number of minority classes. 

This will affect the accuracy of the results [6][8]. 
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Abstract 

Cardiovascular disease is one of the deadliest diseases, claiming around 17 million lives worldwide each year. 

According to data from the WHO, more than four out of five deaths from cardiovascular disease are caused by 

heart attacks and strokes, and one-third of these deaths occur prematurely in people under the age of 70. Machine 

learning approaches can be used to detect the disease. This research aims to improve the prediction model of 

cardiovascular heart failure patient survival using C4.5, KNN, Logistic Regression algorithms, and the ensemble 

learning method of voting classifier. Based on the testing results, each model showed a significant increase in 

accuracy in the 70:30 ratio. Logistic regression and C4.5 achieved the same accuracy, 89.47%, KNN obtained 

91.23%, and voting classifier experienced a considerable improvement, reaching 94.74%. In testing with ratios of 

90:10, 80:20, and 70:30, KNN demonstrated high accuracy but had significant overfitting, with a difference of 7-

9% between training and testing accuracy scores in the 90:10 and 80:20 ratios. On the other hand, voting classifier 

showed stable performance in the 70:30 ratio, with an accuracy difference between training and testing scores 

below 1%. The conclusion of this research is that the voting classifier can assist the performance improvement of 

algorithms for classifying the survival expectancy of cardiovascular heart failure patients into 'Survived' or 

'Deceased', compared to logistic regression, KNN, and C4.5. 
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Several studies have been conducted regarding the survival prediction in patients with cardiovascular heart 

failure. Research conducted by [9] on the prediction of heart failure using the Support Vector Machine (SVM) 

obtained an accuracy of 90.11% with a linear kernel, then in the study [3] using the KNN algorithm obtained an 

accuracy value of 94.92% with a value of k=7, then in the study [10] using the random forest, SVM, gradient boosting, 

XGBoost, and LightGBM algorithm models obtained the best accuracy value which was 80% on XGBoost and 

SVM, then in the study [11] using hyper-parameter tuning on XGBoost obtained its best AUC value of 94%, then in 

the study [12] using the best first feature selection on the Random Forest algorithm produced the best accuracy of 

83%, in the study [2] using random forest got the best accuracy value of 85% with optimization techniques using k-

fold and GridSearchCV, in the study [13] comparing the SVM algorithm, KNN, and random forest got the best 

accuracy on svm and random forest at 96%, and the last one in the study [14] compared the decision tree, naïve bayes, 

and random forest algorithms to get 0.70% decision tree accuracy values, 0.72% naïve bayes, and 0.75% random 

forest, respectively. 

Some studies have been conducted to improve accuracy performance. The study [6] overcome imbalance 

classes using the SMOTE method in improving stroke detection performance with 91% accuracy results, then the 

study [7] used the Weighted Random Forest method in improving the performance of the classification of predictions 

of survival of heart failure patients with an accuracy result of 90.3%, then in the study [15] conducted a combination 

of SMOTE, ENN, and TomekLinks against SVM can improve accuracy performance from SVM of 2% to 23% on 

SMOTE-ENN technique. 

Based on the background described above and previous research, some problems can be formulated, firstly how 

to compare the performance of the classification model with the C4.5, KNN, and Logistic regression algorithms by 

performing hyperparameter tuning using GridSearchCV and RandomizedSearchCV, secondly how to overcome 

dataset imbalance using SMOTE and TomekLinks and using ensemble learning, namely voting classifier. This study 

aims to create a prediction model for cardiovascular heart disease patients using the C4.5 algorithm, KNN, logistic 

regression, and the ensemble learning voting classifier method. it is hoped that this research can help researchers in 

the field of heart disease in choosing the right model or method for their research and can help improve the services 

of medical experts. 

Method  

 
Figure 1. Research Flow 

 
In the system design process, there were several steps that must be carried out. In the process flow of making 

predictions shown in Figure 1, it started with preparing the dataset, preprocessing, and model evaluation. 

A. Data Collection and Exploration 

This study used a dataset containing information about the data records of patients with heart failure. This dataset 
had dimensions of 299 rows and 13 columns with all the numeric/continuous type features/columns obtained 
from https://www.kaggle.com/datasets/andrewmvd/heart-failure-clinical-data. This dataset has been widely used by 

https://www.kaggle.com/datasets/andrewmvd/heart-failure-clinical-data
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researchers, one of them [1] was an early researcher and contributor to the dataset. The dataset consisted of several 
independent variables and one dependent/target variable (DEATH_EVENT). Independent variables/predictors 
included age, anemia, creatine phosphokinase, diabetes, ejection fraction, high blood pressure, and so on. 

B. Preprocessing 

 Before dividing the data into training data and testing data, the data went through a preprocessing process first. The 
first step was to eliminate or fill in missing values, to delete unused columns, and to delete outliers. The 
delated values were those with unique characteristics or beyond the limit compared to other data so that if maintained 
it would affect model performance. Deleting outliers was only applied to features that were numeric [11]. 

C. Resampling 

In this study, resampling would be carried out where the imbalance data was oversampled using SMOTE, then the 

data would be reduced by the under-sampling method using Tomek-Links. The following is a brief explanation of the 

SMOTE and tomek-links methods that was used in this study. 

1. SMOTE 
The resampling technique used Synthetic Minority Oversampling Technique (SMOTE) to overcome 
the imbalance of classes 0 and 1 in the DEATH_EVENT column. SMOTE worked by elevating minority class 
data so that it was balanced with majority class data [6][8][16].  

2. Tomek-Link 
The tomek-links technique was a method that works by subtracting samples (under-sampling) utilizing 2 data 
that are close to each other between the minority class and the majority class [15]. 

D. Data Preparation 

Row data values varied widely and could cause bias in the model training. The simplest method to solve this 

problem was to use feature scaling. It was a technique used to place data in a denser range. Feature scaling was the 

most important step in machine learning before creating a model [17]. In this experiment, researchers used Standard 

Scaler for the scaling process available in the scikit-learn framework. 

E. Hyperparameter Tuning 

Hyperparameter tuning is a method that can be used to optimize machine learning algorithms optimally [17]. This 

study used grid search and randomized search techniques to find the optimal hyperparameter value in the model. 

1. Grid Search Cross Validation 
Grid search cross validation is a method used to implement grid search and cross-validation technology, where 
the method works by combining models and hyperparameters by selecting only one of each and validating for 
each combination [17]. 

2. Randomized Search Cross Validation 
Randomized search cross validation is a technique that works by performing random analysis according to 
predetermined and stable hyperparameters after looping according to the desired iteration [11]. 

F. Building Algorithm Model 

Creating a model for this classification system uses predetermined algorithms, namely logistic regression, k-NN, 
and C4.5. After creating all three models and all models had been tuned, the models would be combined using the 
ensemble learning method, namely the voting classifier technique to get the majority value of the three algorithms. 

1. K-Nearest Neighbor  
K-Nearest Neighbor (KNN) is a classification algorithm for learning data or objects based on the value of the k-
nearest neighbor [16][18]. Where k serves as the distance or similarity between the data [19]. The algorithm 
works by finding the sample value closest to the sample input k and calculating the result based on the largest 
sample size of the input k [18]. 

2. Logistic Regression 
In the context of regression and classification problems, logistic regression is a technique that fits the category 
of supervised learning. In the case of classification, logistic regression uses probabilities to make predictions 
based on categorical data [20]. 

3. C4.5 (Decision Tree) 
The C4.5 algorithm, also known as the decision tree, is a classifiable algorithm with fast processing speed that 
can handle numerical and discrete data as well as identify and remove already missing attributes and generate 
easy-to-implement rules [21]. The C4.5 algorithm uses an attribute as root, creating a branch for each value in 
the case, and the process will continue to be repeated until each branch case has the same class [22]. 
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4. Ensemble Learning – Voting Classifier 
Ensemble learning is the process by which a single algorithm learns from data by combining several different 
algorithms or models to provide results with higher accuracy. Voting, bagging, boosting, and stacking are some 
of the ensemble learning techniques that can be used [18]. In this study, the authors used the voting classifier to 
get the majority value of the predetermined algorithm [23] by combining all prediction models [24]. 

Results and Discussion  

In the preprocessing stage, it produced clean data by eliminating non-essential features and removing or filling in 
empty values, then generating balanced data using resampling techniques, and then getting an improved model with 
hyperparameter tuning and ensemble learning methods. Testing stage was carried out to determine the performance of 
all models of the algorithm. The best-performing model can be used to classify the survival rate of heart disease patients. 

A. Datasets 

After preprocessing, the dataset used had dimensions of 299 rows and 10 columns, with all features being of numeric 
type. Datasets were public data obtained from (https://www.kaggle.com/datasets/andrewmvd/heart-failure-clinical-
data). The dataset was divided into two parts, namely training data and testing data. The training data was used to train 
algorithms in the formation of a model, while testing data was used to measure the performance obtained from the 
model training process with training data. In this study, we divided the data with a ratio of 90:10, 80:20, and 70:30 in 
the training and testing data. Then the performance of each data ratio was tested. An example of the data used can be 
seen in Table 1. 

Table 1. Datasets 

No Age Anemia 
Creatine 

Phosphokinase 
Ejection 
Fraction 

High 
Blood 

Pressure 
Platelets 

Serum 
Creatinine 

Serum 
Sodium 

Time 
Death 
Event 

1 75 0 582 20 1 265000 1.9 130 4 1 

2 55 0 7861 38 0 263358 1.1 136 6 1 

3 65 0 146 20 0 162000 1.3 129 7 1 

4 50 1 111 20 0 210000 1.9 137 7 1 

5 65 1 160 20 0 327000 2.7 116 8 1 

… … … … … … … … … … … 

295 62 0 61 38 1 155000 1.1 143 270 0 

296 55 0 1820 38 0 270000 1.2 139 271 0 

297 45 0 2060 60 0 742000 0.8 138 278 0 

298 45 0 2413 38 0 140000 1.4 140 280 0 

299 50 0 196 45 0 395000 1.6 136 285 0 

 

B. Evaluation 

To find the level of performance, accuracy, recall, precision, and FI score were calculated using a formula based on 
the following Table 2.   

Table 2. Confusion Matrix 

Actual Class 

Predicted Class 

 Positive Negatives 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

  
Accuracy is the result value for determining the accuracy of the model [25]. Accuracy is the comparison of the 

amount of true and negative positive data with the overall data [3][15]. The accuracy formula can be seen in Equation 1. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (1) 

Precision was a comparison of positive true predictions divided by overall positive predicted results [3][15]. The 
formula of precision can be seen in Equation 2. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 
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Recall or sensitivity was the ratio of positive correct predictions to overall positive correct data [3][15]. The formula 
of the recall can be seen in Equation 3. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

F1 Score was a weighted average comparison of precision and recall [15][25]. The formula of the F1 score can be 
seen in Equation 4. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2
𝑅𝑒𝑐𝑎𝑙𝑙 ×  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 +  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 

In the testing phase, the data was divided into two, namely train data and test data with three scenarios, namely with 
a ratio of 90:10, 80:20, and 70:30. Once the data was divided according to the specified proportions, it would be 
normalized with the Standard Scaler. After that, the data would be trained with a predetermined model, namely Logistic 
Regression, KNN, C4.5, and combined with a voting classifier. Then accuracy, recall, F1 score, precision, and 
ROC/AUC were evaluated to search for the performance of the model. Below are the performance results of each model 
of the algorithm. 

Table 3. Evaluation Dataset Ratio 90:10 

Algorithm Models Accuracy Recall Precision F1 Score ROC/AUC 

Logistic Regression 80.55% 86.48% 78.05% 82.05% 80.39% 

KNN 88.89% 94.6% 85.37% 89.74% 88.73% 

C4.5 77.78% 78.38% 78.38% 78.38% 77.76% 

Voting Classifier 88.89% 97.3% 83.72% 90% 88.65% 

 

In Table 3 of the dataset divided by a ratio of 90:10, the highest accuracy was by voting classifier and KNN with a 
value, 88.89%, logistic regression obtained an accuracy value, 80.55%, the C4.5 model got the smallest accuracy value, 
77.78%. Then the highest ROC / AUC value was obtained by KNN with a value of 88.73% so that it was included in 
the good classification, as well as voting classifier and logistic regression because each ROC / AUC value is in the 
range of 0.80-0.90. While the smallest ROC/AUC value by the Decision Tree with a value of 77.76% was included in 
the fair classification because it was in the range of 0.70-0.80 [26]. 

Table 4. Evaluation of 80:20 Ratio  

Algorithm Models Accuracy Recall Precision F1 Score ROC/AUC 

Logistic Regression 75% 73.78% 67.86% 70.37% 74.7% 

KNN 84.38% 88.46% 76.67% 82.14% 85.02% 

C4.5 81.25% 73.08% 79.17% 76% 79.96% 

Voting Classifier 87.5% 96.15% 78.13% 86.21% 88.86% 

 

In Table 4 of the dataset divided by a ratio of 80:20, the highest accuracy was by the voting classifier with a value 
of 87.5%, logistic regression obtained an accuracy value of 75%, KNN experienced a decrease in accuracy compared 
to the previous one which was 84.38%, and the C4.5 model experienced an increase in accuracy which was 
81.25%. Then the highest ROC / AUC value by the voting classifier with a value of 88.86% experienced an increase of 
0.21% and it was still included in the good classification because the value of 88.86% was in the range of 0.80-0.90 
[26]. Then the ROC/AUC value of the C4.5 model increased by 2.2%, while the ROC/AUC KNN and Logistic 
Regression values decreased, so the model was included in the fair classification. 

Table 5. Evaluation of 70:30 Ratio  

Algorithm Models Accuracy Recall Precision F1 Score ROC/AUC 

Logistic Regression 89.47% 89.65% 89.65% 89.65% 89.77% 

KNN 91.23% 89.65% 92.86% 91.23% 91.26% 

C4.5 89.47% 89.65% 89.65% 89.65% 89.47% 

Voting Classifier 94.74% 93.1% 96.42% 94.74% 94.77% 

In Table 5 of the dataset divided by a ratio of 70:30, there was a significant increase in all evaluation schemes. The 
highest accuracy was shown by voting classifier with a value of 97.74% and the ROC / AUC value was almost the 
same, 94.77%, as well as in all models it had an accuracy value that was almost the same as the ROC / AUC value. There 
were two models whose ROC/AUC values were included in the excellent classification, namely voting classifier, and 
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KNN because the values were in the range of 0.90-1.00 [26]. While the other two models were included in the good 
classification. 

In the next performance test, it can be seen the score accuracy value in the training process with training and testing 
data to evaluate the occurrence of overfitting and underfitting in all models built. The results of performance testing 
can be seen in Table 6, Table 7, and Table 8 as follows. 

Table 6. Accuracy score of 90:10 Ratio  

Algorithm Model Training set score Testing set score 

Logistic Regression 0.8984 0.9158 

KNN 1.0 0.9127 

C4.5 0.9265 0.8575 

Voting Classifier 0.9686 0.8889 

 
In the test results listed in Table 6 with a ratio of 90:10, KNN obtained the highest training score of 100% and a 

lowest testing score at 91.27%. The gap was 9% just as other models had an average gap of 4-9%. Logistic regression 
had the smallest training value of the three models, so the model underfitting where accuracy training was smaller than 
testing [18] and C4.5 obtained the smallest testing value of the three models. 

Table 7. Accuracy score of 80:20 Ratio 

Algorithm Model Training set score Testing set score 

Logistic Regression 0.9257 0.8432 

KNN 1.0 0.8957 

C4.5 0.9372 0.9059 

Voting Classifier 0.9685 0.875 

 
In the test results listed in Table 7 with a ratio of 80:20, the results of several models increased significantly and 

there was no underfitting. The highest accuracy training was still obtained by KNN and the smallest accuracy testing 
shown by logistic regression decreased by about 7% compared to the previous results. The other two models also 
experienced a decrease in accuracy testing of about 1.5% compared to the first test. The C4.5 model experienced an 
increase in accuracy testing of about 4.8% compared to the first test result. 

 
Table 8. Accuracy score of 70:30 Ratio 

Algorithm Model Training set score Testing set score 

Logistic Regression 0.8995 0.9692 

KNN 1.0 0.9655 

C4.5 0.9030 0.8855 

Voting Classifier 0.9598 0.9474 

 
In the test results listed in Table 8 with a ratio of 70:30, the changes in the results obtained were quite balanced in 

several models. The highest accuracy testing was still obtained by KNN, and in this test, logistic regression underfitting 
with a distance difference of 6.97%. Then the voting classifier model had almost the same accuracy training and testing 
values that only differed by 1%, so there was a good decrease in overfitting. 

Visualization of the performance results of the testing process between training and testing with data sharing of 
90:10, 80:20, and 70:30 can be seen in Figure 2, Figure 3, and Figure 4. 

 
Figure 2. Visualization of Accuracy Score of Ratio 90:10 
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Figure 3. Visualization of Accuracy Score of Ratio 80:20 

 
Figure 4. Visualization of Accuracy Score of Ratio 70:30 

Based on the visualizations in Figure 2, Figure 3, And Figure 4, the performance of the voting classifier model 

looked quite prominent and showed stable performance at a ratio of 70:30 whereas KNN obtained the highest 

performance from all algorithm models. However, the performance result was not good enough compared to voting 

classifier. Then the Logistic Regression model indicated that its performance was not good, because of the ratio of 

90:10 and 70:30 underfitting. 

 

Figure 5. Result of Voting Classifier 

The implementation of the created system can be seen in Figure 5 generated using the voting classifier 

model. The program run well and could successfully classify based on new data entered by the user by generating an 

'Alive' answer. 
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Conclusion  

The current research has been working on improving the prediction performance of the patient’s life expectancy 

of cardiovascular heart failure by implementing logistic regression, KNN, C4.5 algorithms, the ensemble learning 

method of voting classifier, and the techniques to address data imbalance and hyperparameter tuning. The conclusion 

drawn from this research is that the accuracy of the voting classifier obtains a higher value compared to KNN, logistic 

regression, and C4.5, using datasets in the ratios 80:20 and 70:30. The accuracy was 94.74% and 87.5% respectively. 

The voting classifier demonstrates stable performance at the 70:30 ratio, with an accuracy difference between training 

and testing scores below 1%. This indicates that using the voting classifier is more beneficial in terms of learning 

from data and enhancing the algorithm's performance in classifying the patient’s life expectancy of cardiovascular 

heart failure into 'Survived' or 'Deceased', compared to logistic regression, KNN, and C4.5. 
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