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Introduction 

The elderly population in Indonesia in 2021 reached 30 million [1], constituting 11.01% of the total population of 

273.88 million people [2]. Elderly residents are defined as individuals aged 60 and over [3].  Among them, 11.3 

million people (37.48%) are aged 60 to 64 years, 7.77 million (25.77%) are aged 65 to 69 years, 5.1 million (16.94%) 

are aged 70 to 74 years, and 5.98 million (19.81%) are over 75 years old. The Ministry of Health projects that the 

number of elderly people will increase to 42 million (13.82%) in 2030 and further to 48.2 million (13.82%) in 2035 

[4]. The rising number of elderly individuals has complex implications [5]. To address this situation, a system is 

required to safeguard the well-being of the aging population in Indonesia [6]. 

Techniques have been applied in developing a fall detection gadget, along with a tool within the shape of a sensor 

at the item's body, or using a camera [7]. For situations in Indonesia, fall detection the use of sensors is plenty much 

much less powerful, the aged memory factor is typically susceptible so the sensor has an excessive danger of being 

broken or out of location. Furthermore, the commonplace Indonesian populace is Muslim, so sensors will often be 

removed when they need to perform worship [8]. Fall detection using a digicam is one technique to stumble on the 

aged because it could examine the situation of gadgets without direct contact [9]. 

Falls because of this falls have an effect on tens of thousands and thousands of human beings around the global 

[10]. A maximum of the elderly's sports activities are completed at domestic, so sure places need to be watched out 

for. one of the most functional locations for falls to arise is the bathroom [11]. some of the results of falling, which 

include, weakness, and incapacity, can even grogrowe the threat of loss of life [12]. 

Supervision may be very critical for the elderly who have an excessive fall ability [13]. Supervision may be 

completed through own family participants or close human beings [14]. The character in charge of supervising is of 

direction required to usually be close to the aged in order that it's miles less complex to find out and offer help if the 

elderly revel in a fall [15]. but, as a member of the family, it isn't always possible to be across the elderly all time to 

carry out direct supervision [16]. consequently, supervision may be performed not directly by the use of utilizing 

cutting-edge era. considered one of them is applying a device that may find outfalls [17]. 

This gadget will detect activity reputation for tracking the condition of the aged at domestic [18]. visible artificial 

intelligence pastime reputation machine with enter from a camera to locate elderly hobby from video. take video 
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records with the photograph Acquisition method, Foreground Detection for changing images into binary, masks R-

CNN to apprehend detection objects and discover the location of the incident, movement records photograph, and 

C_motion to symbolize the location of the detected object's frame, SVM type to categorize aged facts fall or sports of 

each day living [19]–[21]. 

 

Figure  1. A Conceptual framework for Visual Artificial Intelligence Activity Recognition System Elderly for 

Identification, Pattern Recognition and Analysis. Source: Author’s elaboration.  

A. Image Acquisition 

Digital photograph acquisition is the manner of shooting or scanning analog photographs to obtain virtual photo 

facts. The input of this autumn detection system is the recorded video statistics. Video information is entered into 

records for fall detection using CCTV cameras. 

𝐺𝑙𝑒𝑎𝑚 =
1

3
(𝑅′ + 𝐺′ + 𝐵′) (1) 

 

The system of changing the RGB fee of each pixel in a photograph right into an unmarried (eight-bit) value with 

several zero-255. The picture effects produced with the aid of the colour-to-grayscale technique include gravy, which 

has variations in black at the weakest depth and white at the strongest depth.  virtual image acquisition is the manner 

of shooting or scanning analog pix to gain a virtual photo. The input of this autumn detection device is the recorded 

video records. 

B. Foreground Extraction 

The process of isolating the desired item. Foreground detection is an image processing method that separates items 

from the historical past. The result of this detection is a binary photo in which the detected item has a pixel fee of 1 

(White) at the same time as the history around the item has a pixel price of 0 (black) [22], [23]. 

C. Processing Filtering 

Gets rid of some noise inside the preceding foreground image, so that a few white dots inside the photograph 

disappear. 

D. Feature Extraction 

Each item is extracted with its characteristics based totally on positive parameters and grouped in certain 

instructions. traits that may be used to differentiate one object from some other encompass shape traits, length traits, 

geometric traits, texture characteristics, and color characteristics as enter facts inside the identity/classification 

method. 

E. Foreground Detection 

The procedure of separating the favored item (foreground) from different unwanted objects (historical past), 

specifically converting the picture into the binary, binary image where the detected item has a pixel price of 1 

(White) whilst the heritage across the item has a pixel fee of zero ( black). 

𝐿 ← 0; 𝑍 ← ∅𝑤𝑒𝑛 𝑡 = 1𝑥𝑡 = (𝑅, 𝐺, 𝐵), 𝐼  

← √𝑅2 + 𝐺2 + 𝐵2𝑖𝑓 = 𝑐𝑜𝑙𝑜𝑟𝑑𝑖𝑠𝑡(𝑋𝑡 , 𝑉𝑚) ≥∈1 𝑖𝑓  

= 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠(〈𝐼, 𝐼𝑚 , 𝐼𝑚〉) Searching the codeword 

= 𝑐1𝑖𝑛 𝜉 = {𝑐2, 𝑐2, … , 𝑐𝑛 to match 𝑥𝑡𝑖𝑓 = 𝑧 ← ∅ 

= n matching codeword 𝐿 

← 𝑙 + 1 and new codeword 𝐶𝑖𝑉𝑖 ← 𝑎𝑢𝑥𝑙 
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← 〈𝐼, 𝐼, 1, 𝑡 − 1, 𝑡, 𝑡〉 rest matching codeword 

= 𝐶1 including 𝑉𝑚 = (𝑅𝑚 , 𝐺𝑚 , 𝐵𝑚) and 𝑎𝑢𝑥𝑚 

= 〈𝐼𝑚 , 𝐼𝑚 , 𝜆𝑚 , 𝑝𝑚 , 𝑞𝑚〉𝑣𝑚  

← (
𝐹𝑚𝑅𝑚+𝑅

𝑓𝑚+1
,

𝐹𝑚𝐺𝑚+𝐺

𝑓𝑚+1
,

𝐹𝑚𝐵𝑚+𝐵

𝑓𝑚+1
𝑎𝑢𝑥𝑚)  

← 〈min{𝐼, 𝐼𝑚} , max{𝐼, 𝐼𝑚} , 𝐹𝑚 + 1, max {𝜆𝑚 , 𝑡 − 𝑞𝑚}, 𝑝𝑚 , 𝑡〉  

Maximum time interval = 𝑐1(𝑖 = 1) qualmatched pixels = 𝜆1 ← max {𝜆𝑖 , (𝑛 − 𝑞1 + 𝑝1 − 1)} pixel 𝑥𝑡 = (𝑅, 𝐺, 𝐵) 

and codeword 𝑐1, 𝑣1 = (𝑅𝑖, 𝐺𝑖, 𝐵𝑖), exiting; ||𝑋𝑡||2𝑅2 + 𝐺2 + 𝐵2 ||𝑣𝑖||
2

≤ �̅�𝑖
2 + �̅�𝑖

2 + �̅�𝑖
2 

(𝑥𝑡, 𝑣𝑡)2 = (�̅�𝑖𝑅 + �̅�𝑖𝐺 + �̅�𝑖𝐵)2  

 

Colordist (𝑥𝑡, 𝑣𝑡) = 𝑝2 = ||𝑋𝑡||
2

cos2 ∅ =
(𝑥𝑡,𝑣𝑡)2

||𝑣𝑖||
2  

Colordist (𝑥𝑡, 𝑣𝑡) = 𝛿 = √||𝑋𝑡||
2

− 𝑝2 

 

 

   

Figure  2. Foreground detection. Source: Author’s elaboration. 

F. Motion History Image (MHI) 

Movement history photo has constructed the usage of previously filtered images, then the photograph is used as 

enter records to assemble MHI. Motion records photo is an photograph processing approach to come across object 

motion, this method detects motion based totally on pixel modifications. The movement of the object is taken from a 

video that has been divided into numerous series pix. To gain MHI, step one is to extract the binary motion sequence 

of the object D(x,y,t) from the specific photograph I(x,y,t) using the photograph-differencing method [24], [25]. Then 

every pixel of the movement records photo Ht is a function within the time range t (1 𝜏 n), the Equation 2 is: 

𝐻𝑡(𝑥, 𝑦, 𝑡) = ∫ 𝑖𝑓𝐷(𝑥, 𝑦, 𝑡) = 1
𝑡

max (0,𝐻𝑡(𝑥,𝑦,𝑡−1)−1)

 (2) 

𝑋 = Pixel position at coordinates x.  

𝑌 = The position of the pixel on the y coordinate.  

𝐻𝜏(𝑥, 𝑦, 𝑡) = Motion History Image (MHI).  

𝐷(𝑥, 𝑦, 𝑡) = Binary sequence of object movements. 

Photo information can be processed the usage of the set of rules in Equation 1 to produce an MHI picture as shown 

in Figure 3. 

 

 

         

 

Figure  3. Motion History Image (MHI) image results. Source: Author’s elaboration. 

G. Looking for values 𝝆 and 𝜽 

After you have the MHI, the subsequent step is to discover the theta and rho values, those values constitute the 

placement of the detected object frame. To get the theta value is to apply Equation 3. 
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∅
1

2
tan−1 (

2𝜇11

𝜇20 − 𝜇02
) 

∅ = 𝐸𝑙𝑙𝑖𝑝𝑠𝑒 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 

(3) 

While to get the value of rho is to use Equation 4. 

𝜌
𝑎

𝑏
 (4) 

𝑎: Major semi-axis a.  

𝑏: Minor semi-axis b.  

𝜌: Ratio ellipse. 

H. Values 𝑪𝒎𝒐𝒕𝒊𝒐𝒏, 𝒔𝒊𝒈𝒎𝒂𝝆 and 𝒔𝒊𝒈𝒎𝒂∅ 

Look for the values of 𝐶𝑚𝑜𝑡𝑖𝑜𝑛, 𝑠𝑖𝑔𝑚𝑎𝜌 , and 𝑠𝑖𝑔𝑚𝑎∅. The values of these 3 parameters represent the motion and 

position of the item's frame so that the ones 3 parameters could be used as a reference for the fall detection system on 

the item. The C_motion parameter represents the velocity of the item's motion it's given a scale of 0-100, wherein zero 

way still and 100 manner entire motion. To calculate the charge of C_motion is to use the following Equation 5. 

𝐶𝑚𝑜𝑡𝑖𝑜𝑛 =
∑ 𝑝𝑖𝑥𝑒𝑙𝑥,𝑦  ∈ 𝑏𝑙𝑜𝑏 𝐻𝜏 (𝑥, 𝑦, 𝑡)

#𝑝𝑖𝑥𝑒𝑙𝑠 ∈ 𝑏𝑙𝑜𝑏
  (5) 

𝐶𝑚𝑜𝑡𝑖𝑜𝑛= Percentage of object movement.  

𝐵𝑙𝑜𝑏 = Pixels that represent objects 

 

After calculating 𝐶𝑚𝑜𝑡𝑖𝑜𝑛, 𝑠𝑖𝑔𝑚𝑎𝑅 and 𝑠𝑖𝑔𝑚𝑎∅ are calculated, in those values are acquired from the subsequent 

Equation 6 and 7. 

𝑠𝑖𝑔𝑚𝑎∅ = 𝜎∅ (6) 

𝑠𝑖𝑔𝑚𝑎𝜌 = 𝜎∅ (7) 

𝑆𝑖𝑔𝑚𝑎∅  = The standard deviation of the theta value. 

𝑆𝑖𝑔𝑚𝑎𝜌  = Standard deviation of the rho value. 

I. Approximated Ellipse 

The alternate in inclination perspective can distinguish squatting and falling well, whilst the elderly squat, the 

angle will not alternate a lot, but when the elderly fall, the body changes might be vertical to horizontal, and the 

perspective will change lot. items might be expected the use of an ellipse the usage of moments. An ellipse is defined 

through the centroid (x,y), orientation, and predominant semi-axis a and minor semi-axis b [26], [27]. 

For a non-stop photograph, the moment's fee is acquired from: 

𝑚𝑝𝑔 = ∫ ∫ 𝑥𝑝
∞

−∞

∞

−∞

𝑦𝑝𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 (8) 

𝑚𝑝𝑞   = Moments Value 

value 𝑖 𝑝, 𝑞 = 0,1,2 

The centroid of the ellipse is obtained by calculating the coordinates of the middle of mass with first and 0 spatial 

order moments: 

�̅� =
𝑚10

𝑚00
; �̅� =

𝑚01

𝑚00
; (9) 

𝑥 = Centroid on the x-axis coordinates. 

𝑦 = Centroid on the y-axis coordinates. 

Centroid (x,y) is used to calculate the primary moments: 

μ𝑝𝑞 =  ∫ ∫ (𝑥 −
∞

−∞

�̅�)𝑝
∞

−∞

 (𝑦 − �̅�)𝑞𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 (10) 

𝜇𝑝𝑞 = Central moments. 

The attitude among the item's foremost axis and the horizontal x-axis offers the orientation of the ellipse, and can 

be calculated through central moments of order 2: 

∅ =
1

2
 𝑡𝑎𝑛−2(

2μ11

μ20 − μ02
) (11) 

∅ = Ellipse orientation. 

To get the major semi-axis a and the minor semi-axis b from the ellipse, we must calculate Imin and Imax, specifically 

the smallest second of inertia and the biggest moment of inertia [28], [29]. This price can be calculated via evaluating 

the eigenvalues of the covariance matrix: 
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𝐽 = ( 
μ20 μ11

μ11 μ11
 ) (12) 

The eigenvalues of the J matrix are Imin and Imax that are calculated by 

𝐼𝑚𝑖𝑛 = μ20 +  μ20 −
√(μ20 − μ02)2 + 4μ112

2
 

𝐼𝑚𝑎𝑥 = μ20 +  μ20 −
√(μ20 − μ02)2 + 4μ112

2
 

(13) 

𝐽 = covariance matrix. 

𝐼𝑚𝑖𝑛 = The smallest moment of inertia. 

𝐼𝑚𝑎𝑥 = The greatest moment of inertia 

Then the most important semi-axis a and minor semi-axis b of the ellipse are: 

𝑎 = (
4

𝜋
)

1
4  (

(𝐼max )3

𝐼𝑚𝑖𝑛
)

1
8⁄

 

𝑎 = (
4

𝜋
)

1
4  (

(𝐼min)3

𝐼𝑚𝑎𝑥
)

1
8⁄

 

(14) 

And to decide the ratio of the ellipse: 

𝜌
𝑎

𝑏
 (15) 

𝑎 = Major semi-axis a 

𝑏 = Minor semi-axis b 

𝜌 = Ellipse ratio 

J. Support Vector Machine (SVM) 

 

Figure  4. Support Vector Machine (SVM)—source: Author’s elaboration. 

The SVM layout makes use of stages to assess the posture of the elderly. the first level classification assesses 

whether the old person is standing, while the end result suggests the old man isn't status, putting him within the 2nd 

stage classifier. At this stage, judging whether the elderly have fallen, we discover the elderly have fallen, the machine 

will have an alarm. 

𝑦9𝑥) = 𝑤𝑇∅(𝑋) + 𝑏 (16) 

In which x is the input vector, w is the load parameter, (𝑋) is the basis feature, and b is a bias, due to the fact 

squatting and falling have comparable features, the second one-order classifier distinguishes squats and falls. makes 

use of 4 features: the ratio of the essential and minor axes of the ellipse, the task region of the shifting object, the angle 

of inclination of the ellipse, the tendency of variant of the important and minor axes. The projection region represents 

the quantity of non-zero moving pixels within the transferring object after binarization. while squatting, the elderly 

will lift his body and the venture vicinity might be small, while he falls, the frame will stretch, the location may be 

larger. So, it's miles used to distinguish squat and fall. 

A. Mask R-CNN 

The R-CNN mask is used to solve the example segmentation problem. inside the mask R-CNN set of rules, a 

brand-new layer for predicting the segmentation mask of every place of interest (ROI) runs in parallel with the layer 

for classification and bounding field regression. 

Region proposal network (RPN), that is a short search for feasible object locations from an enter image. The 

possible positions of items within the photograph are then given a boundary and marked as vicinity of interest (ROI). 

RPN then takes sub-snap shots of viable gadgets of various sizes as input into the Convolutional Neural community 
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with output a set of rectangles with object similarity scores. Prediction of class (class) and box offset (regression) in 

parallel from possible objects. From this step, mask R-CNN additionally outputs a binary mask for each RoI. 

 

 

 

 

Figure  5. Mask R-CNN. Source: Author’s elaboration. Source: Author’s elaboration. 

The key element of mask R-CNN is pixel-to-pixel alignment, which is a major lacking a part of rapid/faster R-

CNN. mask R-CNN adopts the same two-degree method with an identical first level. inside the 2nd  level, in parallel 

to predicting the class and offset of the container, masks R-CNN also outputs binary masks for every RoI. this is in 

comparison to the state-of-the-art machine, in which classification is based on mask predictions. 

R-CNN masks are implemented and educated due to the faster R-CNN framework, which enables various bendy 

architectural designs. in addition, the mask branch adds most effective a small computational overhead, permitting 

fast systems and fast experiments [30], [31]. 

To get the most appropriate model, and to test a system, of course, in terms of its use, use the R-CNN method. 

From the tests carried out from the previous method, several things are considered in selecting the best method. Related 

research regarding the use of video as input data requires heavy computation so supporting hardware is needed. 

Several things need to be considered in choosing an R-CNN method, low power consumption by recognizing the 

detected object. low computational work, has a fast response can respond well to almost all computing processes, and 

the speed of sending fall detector data has an average of 10.9 seconds in 10 trials. Better performance outperforms 

previous studies which reached 95-98.7%. 

Results and Discussion  

Accuracy
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (17) 

Actual advantageous (TP), the device circumstance detects as falling activity, while the interest falls. true poor 

(TN), the circumstance the device detects as a hobby does not fall when the pastime does now not fall. false wonderful 

(FP), the condition the gadget detects as falling hobby when the pastime does not fall. fake terrible (FN), the 

circumstance the machine detects as a non-falling interest, while the activity falls. 



E-ISSN 2548-7779 ILKOM Jurnal Ilmiah Vol. 16, No. 1, April 2024, pp. 1-11 7

  

 

 

 Sudirman, et. al. (Fall Rate Detection, Identification and Analysis Object Oriented for Elderly Safety) 

 
 

  

 

 

  

Figure  6. Falls results—source: Author’s elaboration. 

This take a look at makes use of PyTorch that's educated the use of a fall detection dataset. Fall detection 

assessments and daily sports are executed in numerous locations, along with the Unhas CBS Lab, Unhas IOT LAB, 

classroom, office Room, and domestic. The model schooling uses 70% training, 20% validation, and 10% take a look 

at techniques. within the trying out section, a total of 1458 samples with an accuracy of ninety-seven.4% (1420/1458). 

The model became loaded into Python the use of OpenCV, a dataset used with a complete of 142 crash films and 154 

ADL videos. All samples were utilized in each fashion. then examined the ambitious-spaced model. After that, 142 

movies crashed and 154 ADLs were processed by the normal version. The consequences are calculated and offered 

below for the everyday model and the compact-spaced version: 

A. Accuracy for Fall 

They were using two experimental accuracy models, namely the condensed-space model and the Regular model. 

With the number of experimental data of 4 cameras, camera 0, the number of successful 39 data, and the number of 

Testing 40 data with an accuracy of 97.5%. Camera data 1 34 was successful from 35 tests to an accuracy of 97.14. 



8 ILKOM Jurnal Ilmiah Vol. 16, No. 1, April 2024, pp. 1-11 E-ISSN 2548-7779 
  

 

 

Sudirman, et. al. (Fall Rate Detection, Identification and Analysis Object Oriented for Elderly Safety) 

Camera 2 was successful in 36 out of 37 trials. Camera 3 29 successes out of 30 tries. A total of 138 trials of 142 trials 

resulted in an accuracy of 97.15%. 

The camera's Regular Accuracy Model 0 produced 39 successes out of 40 trials resulting in an Accuracy of 97.50. 

Camera 1 produced 33 successes out of 35 trials resulting in an accuracy of 94.29%. Camera 2 data succeeded in 33 

out of 35 trials producing 94.59% accuracy. And camera 3 succeeded 29 out of 30 trials resulting in 96.67% Accuracy. 

The total successful data of 136 out of 142 trials resulted in an accuracy of 95.76%. 

 

 

Figure  7. Condensed-space model accuracy for fall results 

 

Figure  8. Regular model accuracy for fall results 

B. Accuracy for ADL 

Using two models of accuracy in the Daily Activities of the Elderly, namely the Condesed-space model. With the 

number of experimental data 4 cameras, camera 0, the number of successes 39 data from the number of trials 40 data 

with an accuracy of 97.50%. Camera data 1.37 was successful from 38 experiments so the accuracy was 97.37%. 

Camera 2 i.e. 38 successful out of 39 trials Produced 97.37% Accuracy. Camera 3, 36 success out of 37 trials Yield 

97.30%. A total of 150 trials of 154 trials resulted in an accuracy of 97.40%. 

 

Figure  9. Condensed-space model accuracy for ADL results 
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Figure  10. Regular-space model accuracy for ADL results 

C. Performance 

 

Figure  11. Condensed-space model performance 

 

Figure  12. Reguler model performance 

As inside the desk above, the condensed-spaced version has an overall accuracy of 98. forty% regarding fall 

detection. The difference among better and decrease accuracy scores is because of several primary motives. First, the 

edge cost can be set within the variety, of 0.1 – zero. five, which offers distinctive consequences. some of the reasons 

for this score are ADL video progress from everyday brightness, to dim, to complete darkness. 

Conclusion  

Visual synthetic intelligence hobby recognition gadget with input from the digicam to come across elderly 

activities from the video is one technique to discover objects due to the fact it may analyse the situation of items 

without direct touch. fall detection machine Makes it simpler to stumble on movement, in particular falling moves in 

each day sports finished by way of the elderly, makes it simpler for a circle of relatives’ individuals to get facts while 

the aged falls and Assists in accepting the region of falls in the elderly when they fall. 
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