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Introduction 

Humans are living beings who need the help of others and interaction between the two humans is needed. As social 

beings, humans use the medium of interaction to communicate [1]. Communication is the process of exchanging 

information between sender and receiver carried out by two or more people so that the information in question can be 

understood. One of the communication media used by humans is sign language [2]. 

Sign language is a language that does not use sounds and the meaning of the information refers to certain hand 

gestures that have been made into mutual agreement in an effort to facilitate communication between deaf people. 

Although sign language can facilitate communication between deaf people, sign language itself is still difficult for the 

general public to understand [3]. 

Sign language is different in each country, because Indonesia itself has two types of sign language, namely Bahasa 

Isyarat Indonesia (BISINDO) and Sistem Bahasa Isyarat Indonesia (SIBI) [4]. SIBI is a sign language established by 

the Indonesian government since 1994 as the language of instruction in Special Education (SLB) [5]. 

However, since the establishment of SIBI, there are still many deaf people who feel limited communication and 

prefer BISINDO developed by deaf people through the Indonesian Deaf Welfare Movement (GERKATIN) [6]. 

Therefore, research on the introduction of BISINDO to the general public is needed to facilitate the exchange of 

information between deaf and non-deaf. 

Research Article       Open Access (CC–BY-SA) 

Abstract 

Indonesian Sign Language (BISINDO) is one of the sign languages used in Indonesia. The process of classifying BISINDO can 

be done by utilizing advances in computer technology such as deep learning. The use of the BISINDO letter classification system 

with the application of the MobileNet V2 FPNLite 320 × 320 SSD model using the TensorFlow object detection API. The 

purpose of this study is to classify BISINDO letters A-Z and measure the accuracy, precision, recall, and cross-validation 

performance of the model. The dataset used was 4054 images with a size of 320 × 320 consisting of 26 letter classes, which were 

taken by researchers by applying several research scenarios and limitations. The steps carried out are: dividing the ratio of the 

simulation dataset 80:20, and applying cross-validation (k-fold = 5). In this study, a real time testing using 2 scenarios was 

conducted, namely testing with bright light conditions of 500 lux and dim light of 50 lux with an average processing time of 30 

frames per second (fps). With a simulation data set ratio of 80:20, 5 iterations were performed, the first iteration yielded a precision 

result of 0.758 and a recall result of 0.790, and the second iteration yielded a precision result of 0.635 and a recall result of 0.77, 

then obtained an accuracy score of 0.712, the third iteration provides a recall score of 0.746, the fourth iteration obtains a precision 

score of 0.713 and a recall score of 0.751, the fifth iteration gives a precision score of 0.742 for a fit score case and the recall 

score is 0.773. So, the overall average precision score is 0.712 and the overall average recall score is 0.747, indicating that the 

model built performs very well. 

https://jurnal.fikom.umi.ac.id/index.php/ILKOM/article/view/1455


E-ISSN 2548-7779 ILKOM Jurnal Ilmiah Vol. 15, No. 2, August 2023, pp.358-364 359

  

 

 

 Hayati, et. al. (Classifying BISINDO Alphabet using TensorFlow Object Detection API) 

Research on sign language detection using BISINDO is still very limited and the methods used require classifiers 

and depend heavily on the accuracy of the characteristics used in the extraction of characterist ics. Therefore, the 

authors in this study will develop it with the recognition of hand gestures using deep learning [7]. 

Deep learning is one of the fastest growing and adaptable technologies and is often used in many areas of speech 

recognition, image processing, graphics, medicine, computer vision, and more [8].  A common challenge lies in the 

need for big and complex data to solve problems effectively with deep learning.  Deep learning has become a very 

important part of image processing [9] with many methods such as Fourier descriptor, [10], K-Means [11], chain code 

contour [12], Euclidean distance [13] and GLCM features [14] all used to detect objects. Object detection systems are 

designed to detect real-world objects using object models. Object detection involves several key elements such as 

datasets, algorithms, and class assignment techniques. 

Some research using deep learning frameworks such as the TensorFlow object detection API is limited to specific 

object detection, including traffic light detection [15] and handheld weapon detection [16]. Likewise, in other studies 

that use the TensorFlow object detection API for vehicle detection [17], [18]. 

TensorFlow object detection API is an object detection system development platform developed by Google [19].  

Some results from the study show that the results obtained are very good in classification accuracy but still few apply 

this TensorFlow Object Detection API to detect sign language. Therefore, in this study developed a classification of 

BISINDO letters using TensorFlow object detection API. 

With this TensorFlow object detection API, images can be deployed at scale. This API provides an interface that 

makes it easy to develop and train object detection models through TensorFlow, a leading machine learning framework 

[20]. It also provides implementations of multiple trained object detection models such as Faster R-CNN, R-FCN, and 

SSDs, and makes it easier to develop more complex object detection models by leveraging the ability of TensorFlow 

to train models with big data [21]. Therefore, with this TensorFlow object detection API, it is very promising to use in 

this research. 

Methods 
A. Stages of Research 

The study began by collecting images from 1560 BISINDO images collected from various backgrounds and 

classified into 26 folders of letters A-Z, each containing 60 different images. Then resize the image to 640 × 640 and 

preprocess it so that the images have the same aspect ratio by whitening the edges. The model used is the Mobile Net 

V2 FPN Lite 320 × 320 SSD Model pre-trained from TensorFlow object detection. Next, model evaluation is 

performed using confusion matrix and cross-validation to obtain accuracy, precision, and memory values. The stages 

of research are shown in Figure 1. 

 

Figure1.  Stages of Research 

 

Figure 2.  Network architecture of MobileNet-SSD [22] 

Figure 2 shows the MobileNet SSD network architecture, which uses a second-generation MobileNet network, 

called MobileNet-v2, as the backbone network model for the SSD detector [22]. The MobileNet-SSDv2 detector not 
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only retains the advantages of the fast processing of the original MobileNet-SSD, but also greatly improves detection 

accuracy. This advantage shows that MobileNet-SSDv2 is suitable for use in this research. 

B. Model Planning 

The planning model that is used in this study is shown in Figure 3 which consists of stages in conducting the training 

and testing process.  

 

1) Collecting images 

The first process is to collect image data based on 26 BISINDO letter classes. The total number of satellite 

imagery collected was 1560. The picture was taken using the iPhone camera and the actor himself is the author. 

The position for the shoot is 70 cm facing the front of the camera. The imagery varies from the background in 

the form of a black T-shirt and gray-and-white patterned walls, the perspective of the hands only and also from 

the head to the body and the dim and bright indoor lighting. 

2) Image labelling 

Next is the labelling or annotation stage. The collected images will be annotated using Roboflow. Roboflow 

has several useful features to facilitate the process of creating datasets such as preprocessing, augmentation 

and one of them is labeling image data so that it can be used at the training stage. 

3) Splitting data 

The next process is to split data on labeled images, split data with a ratio of 80:20, where 80% is training 

data and 20% is test data. All images, namely 1560, are divided equally into 60 images of each class A-Z with 

the aim of reducing the risk of overfitting. 

4) Preprocessing 

Further pre-processing of the image by resizing the image from 1920 × 1080 to 640 × 640 (fit white 

edge) to ensure that the image has the same size and reducing computing power and making the white edge is 

done to ensure the image has the same ratio 1:1, pre-processing is done with the Roboflow application. The 

reason the researchers chose 640 × 640 was to match the resolution of the webcam to be used during testing. 

5) Augmentation 

After the pre-processing process, it is performed image augmentation using Roboflow from image 1560 to 

4054 by providing variations of data to be used by the model so as to reduce overfitting, increase the amount 

of data, reduce the potential need for new data, and of course expand the scope of data with many variations 

of data used. The augmentation used is flip, brightness from -35% to +35%, and also shear with ±10° 

Horizontal, ±10° Vertical. 

 

Figure 3.  Model Planning 
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6) Generating dataset 

The generation process is done by converting the records to a file in '.tfrecord' format in the Roboflow 

application. This is the file format used by TensorFlow for training and evaluation and stored in Google Drive. 

7) Training using the TensorFlow object detection API 

At this stage, the author will conduct a training and evaluation process using the TensorFlow object 

detection API framework with the latest version v2.11.0 and Pretrained TensorFlow 2 ZOO model, namely 

Mobile Net V2 FPN Lite 320 × 320 SSD in Google COLAB shown in Table 1. 

Table 1. Pretrained TensorFlow 2 model ZOO 

Model  Speed (ms) COCO mAP 

CenterNet HourGlass104 512x512  70 41.9 

EfficientDet D1 640x640  54 38.4 

EfficientDet D2 768x768  67 41.8 

EfficientDet D3 896x896  95 45.4 

SSD MobileNet V1 FPN 640x640  48 29.1 

SSD MobileNet V2 FPNLite 320x320  22 22.2 

SSD ResNet101 V1 FPN 640x640 (RetinaNet101)  57 35.6 

SSD ResNet152 V1 FPN 640x640 (RetinaNet152) 80 35.4 

Faster R-CNN ResNet50 V1 640x640  53 29.3 

Faster R-CNN ResNet50 V1 800x1333  65 31.6 

Faster R-CNN ResNet101 V1 640x640  55 31.8 

Faster R-CNN ResNet101 V1 800x1333  77 36.6 

Faster R-CNN ResNet152 V1 800x1333  101 37.4 

Faster R-CNN Inception ResNet V2 640x640  206 37.7 
 

Based on Table 1, the analysis results show that MobileNet V2 FPNLite 320 × 320  SSD as an object 

detection model is feasible for real-time use because it has a superior speed with a time of 22 ms and a mAP 

value of 22.2, which shows superior performance on object detection tasks. In addition, other trained models 

have resolutions greater than 320 × 320 which can potentially affect the length of training time. The file used 

in the training process is an export from Roboflow, i.e. ". tfrecord". Next, the configuration is carried out on 

the "pipeline. config" that specifies the number of batch sizes and also the optimal training steps for the speed 

of the training process and superior model performance. After the training process, the model is obtained in 

.ckpt format and saved to Google Drive for real-time testing using OpenCV on Jupyter Notebook. An 

evaluation process is then run on the model and the output is displayed in the form of precision and recall 

values. 

8) Model Evaluation 

Confusion matrix is a method to measure object detection performance such as accuracy, precision, recall 

[8]. Accuracy is obtained based on the ratio of correct predictions to overall data. Precision is obtained based 

on the ratio of correct positive predictions compared to overall positive prediction results. Remember it is 

based on a positive true prediction ratio compared to overall correct data. In the confusion matrix, there are 

four terms or four possible decisions that may occur in detecting objects, such as True Positive (TP), False 

Positive (FP), False Negative (FN) and True Negative (TN). The following calculation of accuracy, precision 

and recall uses the confusion matrix equation shown  in Figure 4 with the values of accuracy, precision and 

recall shown in Equations 1, 2 and 3. 

Figure 4. Confusion Matrix 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
TP + TN

TP + FP + FN + TN
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP 

TP + FP
 (2) 

http://download.tensorflow.org/models/object_detection/tf2/20200713/centernet_hg104_512x512_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/efficientdet_d1_coco17_tpu-32.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/efficientdet_d2_coco17_tpu-32.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/efficientdet_d3_coco17_tpu-32.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_mobilenet_v1_fpn_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_mobilenet_v2_fpnlite_320x320_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_resnet101_v1_fpn_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_resnet152_v1_fpn_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet50_v1_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet50_v1_800x1333_coco17_gpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet101_v1_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet101_v1_800x1333_coco17_gpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet152_v1_800x1333_coco17_gpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_inception_resnet_v2_640x640_coco17_tpu-8.tar.gz
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
TP 

TP + FN
 (3) 

9) Webcam input 

Webcam input is provided by connecting a 12-megapixel iPhone camera to a computer using Droidcam, 

which is used for model testing purposes.  

10) Load the model 

After the webcam input stage, the author took the ".ckpt" model stored in Google Drive, then used it for 

real-time testing using OpenCV and Jupyter Notebook. The computers used in these tests have the 

specifications shown in Table 2.  

Table 2. Computer Specification 

Hardware Specification 

CPU AMD Ryzen 5 2600 3.4 GHz 6-Core Processor 

RAM 16 GB (2 x 8 GB) DDR4-3200 MHz  

GPU GTX 980 4 GB Vram 

Storage 1 TB NVME 

11) Recognition 

After the train model is loaded, the system will display a bounding box where there is a BISINDO letter 

class along with a confidence score on the OpenCV interface. 

Results and Discussion 

A. Model evaluation 

Model evaluation is carried out using cross-validation k = 5 fold, where the dataset used is 80:20 split data between 

training data and testing data. The evaluation process includes 5 training iterations that will provide evaluation results 

in the form of Average Precision (AP) and Average Recall (AR). The methods used to evaluate the model are AP @[ 

IoU=0.50:0.95 | area= all | maxDets=100 ] and AR @[ IoU=0.50:0.95 | area= all | maxDets= 1]. AP measures the 

average precision of all bounding boxes generated by the model, while AR measures how well the model finds objects 

in the image. Here are the evaluation results for each iteration shown in Table 3. 

Table 3. Cross-validation K=5 

Cross-validation Precision Recall 
Iteration 1 0.758 0.79 
Iteration 2 0.635 0.677 
Iteration 3 0.712 0.746 
Iteration 4 0.713 0.751 
Iteration 5 0.742 0.773 

Average 0.712 0.7474 
 

By doing cross-validation, the average value is obtained, namely, AP with a value of 0.712 or 71% and AR with a 
value of 0.7474 or 75%. 

B. Model testing 

 The system was tested using an iPhone camera with the OpenCV library in 10 real-time tests through self-tests, 

other tests, tests with different backgrounds, and tests with accessories. All but the tests were performed at a distance 

of 70 cm from the camera. Scenarios 8 and 10 at a distance of 140 cm. The minimum score threshold on the test is 0.3 

Figure 5. Value of TP, TN, FP and FN 
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or 30%. Each test was conducted under two conditions, namely in a bright place with 500 lux and dim with 50 lux. The 

results of model evaluation testing using the confusion matrix will obtain the accuracy, precision and recall values 

shown in Figure 5. 

 As for the illustration in Figure 5, a TP is determined if the character predicted by the model matches the character 

it should have. TN is determined if the predicted letter does not appear and as it should. While FP is determined if as 

shown above the predicted letter is the letter L but not as it should be, the letter I. And FN is determined if the letter is 

not displayed or not detected. Here are the test results with calculation of TP, TN, FP, and FN values can be seen in 

Table 4. 

Table 4. Results of research scenario evaluation 

No. Scenario Accuracy Precision Recall 

1. Self-Testing (bright) 0.963 0.963 0.963 

2. Self-Testing (dimmed) 0.907 0.893 0.926 

3. Testing others (bright) 0.942 0.926 0.962 

4. Testing others (dimmed) 0.769 0.850 0.654 

5. Testing with different backgrounds (bright) 0.845 0.813 0.897 

6. Testing with different backgrounds (dimmed) 0.800 0.758 0.862 

7. Testing using accessories (bright) 0.857 0.862 0.862 

8. Testing using accessories (dimmed) 0.833 0.852 0.821 

9. Testing with a distance of 140 cm (bright) 0.804 0.714 0.833 

10. Testing with a distance of 140 cm (dim) 0.791 0.682 0.882 

Based on testing with 5 scenarios, namely self-testing scenarios, testing others, testing with different backgrounds, 

testing using accessories and testing with a distance of 140 cm with bright and dim lighting shown in Table 4. For 

scenario 1, it produces good values on accuracy, precision and recall for self-testing scenarios in bright conditions.  For 

scenario 2, it produces good values on accuracy, precision and recall for other testing scenarios in bright conditions.  

For scenario 3, it produces good values on accuracy, precision and recall for testing scenarios with different 

backgrounds in bright conditions.  

For scenario 4, it produces good values on accuracy, precision and recall for testing scenarios using accessories in 

bright conditions.  For scenario 5 it produces good values on accuracy, precision and recall for the testing scenario with 

a distance of 140 cm in bright conditions.  

Conclusions 

BISINDO character classification performed using the TensorFlow Object Detection API on a MobileNet V2 

FPNLite 320 × 320 SSD model at a time rate of 33 ms using real-time testing with model evaluation using a 5-fold 

cross-validation method. The result showed that the average precision score is 0.712 and the average recall is 0.7474, 

indicating that the model built performs reasonably well. Based on the testing result, all 5 scenarios which are self-

testing, testing others, testing in different backgrounds, testing with accessories and at a distance of 140 cm obtain 

superior values in bright light conditions (500 lux). In dark conditions, the result is still not promising. For our future 

work, it will be tried to maximize the models for dim conditions or lack of lighting.  
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