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Introduction  

 Natural Language Processing or commonly abbreviated as NLP is one part of computer science that deals with 

human and computer interaction approaches. NLP itself serves to understand human language to computers [1], [2]. 

One example of the NLP approach itself is text classification [3], [4]. Classification is a form of pattern recognition 

or certain characteristics that is grouped into several parts. The object of classification itself varies, it can be text, 

video, image, or sound [5]. While text classification itself is a grouping of objects in the form of text based on certain 

characteristics that show similarities between one document and another [6]. There are several methods used for text 

classification, one of the methods used to classify text is Long-Short Term Memory or often abbreviated as LSTM.  

LSTM is a development of Recurrent Neural Network architecture or often abbreviated to RNN [7]. LSTM 

introduced by Hochreiter and Schmidhuber designed a temporal sequense model with long-range dependencies [8]. 

Solving problems in text classification, the LSTM architecture can use single layer or multi-layer [9]. Multiple-layer 

LSTM is superior to single-layer LSTM [8], resulting  the accuracy validation comparison between single-layer LSTM 

and multi-layer LSTM of 0.7243 and 0.8060 consecutively. When comparing single layer LSTM with a normalized 

root mean squared error (nRMSE) of 10.7% and 5-layer LSTM with a nRMSE of 11.4%, research [10] finds that 

simple layers perform similarly to more complex layers, while in research [9], three layers have the best results with 

a comparison of testing accuracy, namely single layer LSTM 0.881, double layer LSTM 0.902, and triple layer LSTM 

0.909, which means that more complex layers have better results than simple layers. With an accuracy ratio of 90.75 

for double layer LSTM and 87.98 for single layer LSTM, research [11] claims that double layer LSTM is superior 

than single layer LSTM. The difference in the use of this layer affects the results of text classification. Therefore, in 

this research the author identifies which layer has the best results between one layer, two layers, or three layers. 

Method  

This research aims to find out which layer has the best results between layers one, two and three in the LSTM 
architecture. This research has several stages to achieve the results. The stages consist of: data collection, data 
preprocessing, conversion to numerical format, embedding text using pre-trained word embedding model: fastText 
from research [12], training and testing the classification model using LSTM, and finally validating and testing the 
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model so that the results are obtained. The data used in this research is IMDB Movie Reviews data from research [13]. 
The amount of data used is 50,000 data. The data consists of positive and negative data, meanwhile there is data that 
does not yet have a label. Figure 1 is an overview of the overall stages of this research. 

                                         

Figure 1. Research flow 

A. Data Collection 

This stage is a stage to collect or retrieve data that is later used in this study. This research uses the IMDB Movie 
Reviews dataset taken from research [13]. The amount of data used is 50,000 data. The data contains reviews of many 
films and consists of positive and negative data, meanwhile there is data that does not yet have a label. 

B. Data Preprocessing 

Data preprocessing is a very important process in this research because data preprocessing is a stage to ensure the 
data used for analysis to the next stage is clean so that it is ready to be analyzed [14]–[16]. The data goes through several 
processes in this stage to produce clean data. The process includes case folding, filtering, tokenization, stop word 
removal, and stemming.  

• Case Folding 

Case folding is the process of converting all letters into lowercase or uppercase letters, in this study 
researchers converted all letters into lowercase letters to make it easier when the text is analyzed for 
consistency [14], [17]. 

• Filtering 

Filtering is the process of filtering words to remove unwanted values such as non-alphabetic characters or 
punctuation marks [15], [17], [18]. 

• Tokenization 

Tokenization is the next process performed after the filtering process. Tokenization aims to separate the 
text into smaller parts [17], [19]. 

• Stop Word Removal 

Stop word removal is a stage to remove stop words so as not to cause the analysis process to become more 
complex [20]. 
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• Stemming 

Stemming is a process that is carried out after removing stop words. Stemming itself aims to get the original 
word from the text [20]. After the stemming process, clean data is generated and ready to be analyzed to the 
next stage. 

An example of the data preprocessing stage is in Table 1. 

Table 1. Data Preprocessing  

Process Result 

Example Sentence 
The first thing that struck me about Oz was its brutality and unflinching scenes of violence, which set in 
right from the word GO 

Case Folding 
the first thing that struck me about oz was its brutality and unflinching scenes of violence, which set in 
right from the word go 

Filtering 
the first thing that struck me about oz was its brutality and unflinching scenes of violence which set in 
right from the word go 

Tokenization 
the,first,thing,that,struck,me,about,oz,was,its,brutality,and,unflinching,scenes,of,violence,which,set,in,r
ight,from,the,word,go 

Stop Word Removal first,thing,struck,oz,brutality,unflinching,scenes,violence,set,right,word,go 
Stemming first thing struck oz brutal unflinch scene violenc set right word go 

 

C. Conversion to Numerical Format 

The next stage is converting words into numbers. After the data is clean, the next step is to perform the sentence 
conversion process which is the process of converting words into tokens after being converted into tokens into a group 
of arrays whose contents are numbers [18]. Next is the provision of padding in the sentence. Giving padding aims to 
make the sentence have the same pang. Determining the longest sentence or maximum words in a sentence is a way of 
determining padding in sentences [17]. The padding in this study is based on the maximum length of words in the 
sentence contained in the dataset, which is 123. An example of sentence conversion is in Table 2. 

Table 2. Sentence Conversion 

Process Result 
Word Token [first, thing, struck, oz, brutal, unflinch, scene, violenc, set, right, word, go,] 

Sequence [670, 22, 248, 1689, 1826, 1843, 1049, 772, 49, 451, 304, 9] 
Padding [670, 22, 248, 1689, 1826, 1843, 1049, 772, 49, 451, 304, 9] 

 

D. Pre- Trained Word Embedding 

Pre-Trained word embedding is a vectorization process to convert words into vectors where the vector represents 
words that have been changed before [9], [18], [21], [22]. This process is needed because it aims to convert words into 
vectors so that they can be processed by the model [23]. The dimension of the resulting vector can be determined. The 
accuracy of the word vector representation is influenced by the length of the sentence. The longer the sentence, the 
more accurate the resulting representation [18]. The maximum number of words in this study is 123 and the dimensions 
used have a dimension length of 300. This study uses the FastText framework because it is more efficient and faster 
than Glove and Word2vec [18], [23]. FastText is a library owned and managed by fecabook that functions to represent 
words efficiently and support the text classification process [23]. After this process is carried out, 26253 words are 
found in the wiki vocab and 42760 new words are found in the dataset. 

E. Developing Model  

The model used in this research is the LSTM method, a popular algorithm among NLP researchers because of its 
superior and efficient ability when modelling and learning from sequential data [24]. The ability of LSTM to solve 
various problems or tasks in natural language preprocessing has been proven to be sophisticated and effective, such as 
in text classification [25], tagging problems [26], [27], and sequence to sequence prediction [28]. LSTM is an extension 
of the RNN architecture introduced by Hochreiter and Schmidhuber to design temporal sequence models with long-
range dependencies [8]. LSTM is designed to store and utilize previously obtained values and information for a certain 
period [29]. LSTM has 3 gate layers, namely input gate, forgate gate, and output gate [30]. Input gate serves to regulate 
the entry of new information into memory, forgate gate serves to regulate how long the value or information is in 
memory. The value or information will be forgotten when the result of the forgate gate is close to zero, but if the value 
or information is close to 1 it will be retained. The output gate is responsible for setting the size of the value that will 
be stored in memory [29]. This research also uses softmax to determine the information or value that will come out of 
the forgate gate. SoftMax is a layer that functions to decide or classify the activity information that will come out of the 
LSTM [31], [32].  

The value of each LSTM gate is calculated with the equation below which takes reference from [18]. 
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𝑖𝑡 =  𝜎(𝑈𝑖𝑡𝑡−1 + 𝑊𝑖 𝑥𝑡 + 𝑏𝑖) (1) 

𝑓𝑡 =  𝜎(𝑈𝑓𝑡𝑡−1 + 𝑊𝑓𝑥𝑡 + 𝑏𝑓) (2) 

𝑜𝑡 =  𝜎(𝑈𝑜𝑡𝑡−1 + 𝑊𝑜𝑥𝑡 + 𝑏𝑜) (3) 

𝑐𝑡 = 𝑓𝑡  × 𝑐𝑡−1  × 𝑖𝑡 × tanh(𝑈𝑐𝑡𝑡−1 + 𝑊𝑐𝑥𝑡  + 𝑏𝑐) (4) 

ℎ𝑡 = 𝑜𝑡 × tanh (𝑐𝑡) (5) 

Where, 

𝑖𝑡 : Input Gate 

𝑓𝑡 : Forgate Gate 

𝑜𝑡 : Output Gate 

𝑡 : Time  

𝑐𝑡 : Cell State 

ℎ𝑡 : Hidden Unite 

This research compares the architecture of LSTM, namely layer 1, layer 2, and layer 3. The architecture of the three 
layers is illustrated in the figure below by taking references from [9], [18] but there are some changes, namely adding 
a batch normalization layer that serves to normalize activation so as to improve accuracy and speed up training [33]–
[35]. 

 

Figure 2. Single Layer LSTM 

Figure 2 is an illustration of a one-layer LSTM architecture, starting from the embedding matrix which contains 
the results of FastText word embedding in the form of a vector. Then followed by the LSTM layer, droupout layer, 
global max pooling 1D layer, batch normalization, dense (Relu) layer, and ended by the Softmax layer as the activation 
function in the dense layer. Details of the one-layer LSTM architecture are shown in Table 3. 

Table 3. Single layer LSTM architecture 

Layer (type) Output Shape Number of Parameters 

Embedding (Embedding) (None, 123, 300) 20704200 

LSTM (LSTM) (None, 123, 64) 93440 

Global_Max_Pooling 1D 

(GlobalMaxPooling1D) 
(None, 64) 0 

Batch_Normalizzation 

(BatchNormalization) 
(None, 64) 256 

Dense (Desne) (None, 64) 4160 

Droupour (Droupout) (None, 64) 0 

Dense_1 (Dense) (None, 2) 130 



E-ISSN 2548-7779 ILKOM Jurnal Ilmiah Vol. 15, No. 3, December 2023, pp. 455-464 459

  

 

 

Abdillah, et. al. (Comparative Analysis of Long Short-Term Memory Architecture for Text Classification) 

 

Figure 3. Double Layer LSTM 

Figure 3 shows the architecture of the two-layer LSTM, where the steps of the two-layer LSTM architecture are 
similar to the one-layer LSTM. The difference between the one-layer and two-layer LSTM lies in the additional LSTM 
layer before the 1D global max pooling layer. The addition of the LSTM layer before global max pooling affects the 
results of the processed dataset. Details of the two-layer LSTM architecture are in Table 4. 

Table 4. Double layer LSTM architecture 

Layer (type) Output Shape Number of Parameters 

Embedding (Embedding) (None, 123, 300) 20704200 

LSTM_1 (LSTM) (None, 123, 64) 93440 

LSTM_2 (LSTM) (None, 123, 64) 33024 

Global_Max_Pooling 1D 

(GlobalMaxPooling1D) 
(None, 64) 0 

Batch_Normalizzation 

(BatchNormalization) 
(None, 64) 256 

Dense (Desne) (None, 64) 4160 

Droupour (Droupout) (None, 64) 0 

Dense_1 (Dense) (None, 2) 130 

 
Figure 4. Triple Layer LSTM 

Figure 4 illustrates the three-layer LSTM architecture. The main difference between the three-layer LSTM 
architecture and the one-layer and two-layer LSTM architectures lies in the number of LSTM layers before the global 
max pooling layer and dense layer. The three-layer LSTM architecture has two LSTM layers before the global max 
pooling layer and dense layer while the two-layer LSTM architecture has only one LSTM layer before the global max 
pooling layer and the one-layer LSTM architecture has no new LSTM layer between the global max pooling layer and 
the dense layer. Table 5 shows the details of the three-layer LSTM architecture. 
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Table 5. Triple layer LSTM architecture 

Layer (type) Output Shape Number of Parameters 

Embedding (Embedding) (None, 123, 300) 20704200 

LSTM_3 (LSTM) (None, 123, 64) 93440 

LSTM_4 (LSTM) (None, 123, 64) 33024 

LSTM_5 (LSTM) (None, 123, 64) 33024 

Global_Max_Pooling 1D 

(GlobalMaxPooling1D) 
(None, 64) 0 

Batch_Normalizzation 

(BatchNormalization) 
(None, 64) 256 

Dense (Desne) (None, 64) 4160 

Droupour (Droupout) (None, 64) 0 

Dense_1 (Dense) (None, 2) 130 

 

F. Validation and Testing 

The testing process uses 20% of the tens of data sets with a total of 10000 data. The data used for validation during 
the training process is 10%, which is 5000 data. 

Results and Discussion  

A. Model Development 

The model developed in this research is LSTM with architecture based on Figures 2, 3, and 4. The batch size used 
is batch size 16 with 100 epochs. The parameters used in LSTM and Dense Relu are 64. The learning rate used in the 
LSTM architecture in this study is 0.005. The purpose of this research is to find the best LSTM architecture layer 
between single layer, double layer, and tier layer. Figure 5 shows the results of training data and validation where the 
blue line represents the model accuracy and model loss of training data and the yellow line represents the model 
accuracy and model loss of validation.  

  

(a) 
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(b) 

  

(c) 

Figure 5. Training accuracy and loss accuracy of LSTM models using: (a) single layer LSTM; (b) double layer 

LSTM; (c) triple layer LSTM. 

Figure 5 shows the distance between training accuracy and validation accuracy on one, two and three layer LSTM 
architectures. The one-layer LSTM architecture in the figure shows the distance between the blue line and the yellow 
line is still distant with training accuracy and validation accuracy intersecting at the end of the epoch, the two-layer 
LSTM architecture has similarities with the one-layer LSTM that is between training accuracy and validation accuracy 
still has a distance but validation accuracy is higher than training accuracy and does not intersect at the end of the epoch. 
Meanwhile, the three-layer LSTM architecture has stabilized between training accuracy and validation accuracy as 
shown by the blue and yellow lines that are not far apart and intersect each other. Details of the results of each LSTM 
architecture are in Table 6. 

Table 6. Results of training, validation and testing of LSTM architecture 

Layer Training Accuracy Validation Accuracy Testing Accuracy 

Single Layer 0,856 0,856 0,867 

Double Layer 0,846 0,852 0,854 

Triple Layer 0,848 0,846 0,864 

Table 6 shows the details of the results from training, validation, and testing of the one-layer, two-layer, and three-
layer LSTM architectures. The one-layer LSTM architecture has the highest accuracy compared to the two-layer and 
three-layer LSTM.  The highest accuracy of the one-layer LSTM shows that the best architecture is the one-layer LSTM 
architecture at the expense of the training and validation process which still has a distance between its accuracy.  

Conclusion  

This research aims to compare one layer, two layer, and three layer LSTM architectures using the IMDB Movie 

Reviews dataset of 50,000 data. After going through the preprocessing process to testing, it was found that the one-

layer LSTM architecture has the best accuracy results between one-layer, two-layer and three-layer LSTM 

architectures, namely 0.856 and 0.867 for training accuracy and testing accuracy. With the best accuracy results 

obtained by the one-layer LSTM architecture, it shows that the number of layers in the LSTM architecture affects the 
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results. However, this study cannot conclude that the level of model complexity can improve accuracy because the 

results on the two-layer LSTM architecture are lower than the one-layer LSTM and the three-layer LSTM is higher 

than the two-layer LSTM. This research can be a reference for other researchers to improve future research. Changes 

to some parameters in the architecture can be applied to improve accuracy. The addition of epochs can also be used 

because in this study the blue and yellow lines intersect at the end of the epoch.  
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