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Introduction 

The COVID-19 outbreak has caused an unprecedented level of difficulty for everyone on earth, putting an end to 

life as we know it and taking thousands of lives. The death toll from COVID-19 has reached 5, 212, 172, and 334,915 

per May 22, 2020 because of the disease's spread [1], [2]. The lack of health facilities and medical personnel causes 

uneven monitoring activities for self-isolation patients. The need for a monitoring system that can monitor the 

condition of self-isolation patients with COVID-19. The system must be able to read the condition of patients such as 

body temperature, heart rate, and SpO2 levels in the blood, where these three parameters are several variables that 

indicate whether the patient is included in the light or severe disease category.  

In addition to the system, it must be able to provide hospitalization recommendations for self-isolating patients 

based on all three parameters of their condition. Patients must be hospitalized and referred to hospitals. If patients in 

self-isolation experience a sudden decline in SpO2 levels, they should seek immediate medical attention. This incident 

can be avoided by implementing a monitoring system with Adaptive Cloud Learning and utilizing the Random Forest 

Classifier (RF), Decision Tree (DT), and Gradient Tree Boosting (GTB) for the Covid-19 Patient Inpatient 

Recommendation System, based on the preceding description. 

The advantage of the designed system is that it employs machine learning algorithms with different approaches. 

The RF classifier method, a well-known ensemble method, is used to classify large amounts of data efficiently [3]. 

DT algorithm, on the other hand, utilizes a tree-like structure for decision making based on feature values. The GTB 

algorithm combines multiple decision trees sequentially to improve the overall predictive performance.  The patient's 

self-isolation condition, as measured by body temperature, blood oxygen levels, and heart rate, can be used by all 

three algorithms to determine whether hospitalization is necessary. By leveraging the capabilities of RF, DT and GTB, 
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Abstract  

The global impact of the COVID-19 pandemic has been profound, affecting economies and societal structures worldwide. Indonesia, 

with a high caseload, has encountered significant challenges across various sectors. Virus transmission primarily occurs through 

physical contact, and the surge in active cases has strained hospital capacities, leading to the hospitalization of only severe cases. The 

remaining patients receive home telecare, but some experience sudden health deterioration with fatal consequences. To address this 

issue, this study proposes a remote outpatient care system utilizing Internet of Things (IoT) technology and medical electronics. This 

integrated system aims to provide an effective response to the COVID-19 pandemic. The research includes a comparative analysis of 

three machine-learning algorithms: decision tree, gradient tree boosting, and random forest for the classification of COVID-19 patients. 

The results reveal that the random forest algorithm outperforms the others with an accuracy rate of 70%, as compared to 67% for the 

decision tree and 62% for the gradient tree boosting algorithm. This integrated system not only addresses immediate healthcare delivery 

challenges but also offers data-driven insights for patient classification, thereby enhancing the effectiveness and reach of medical 

interventions. 
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it is expected that the system provides accurate and timely hospitalization recommendations. This, in turn, aims to 

decrease the mortality rate among self-isolated patients with deteriorating health conditions due to delayed treatment.  

Several studies on telemedicine systems for covid, such as Gupta's Prediction of Confirmed Cases of COVID-19, 

Death, and Recovery in India, have been conducted modeling with RF. However, the study only predicted the death 

rate due to covid based on the characteristics of the date, time, location, recovered cases, death cases, and confirmed 

cases, so the patient's condition at the time was not directly considered [3]. Another study is the covid-19 diagnosis 

system accessible via the Heg.IA website, which is based on artificial intelligence [4]. Using a RF algorithm with 41 

classes and 90 decision trees, the system aims to support decision-making regarding the diagnosis of Covid-19 and 

indications for hospitalization in regular, semi-ICU, and ICU wards. The system's weakness is that users must access 

the website and manually enter some data to be used as a decision-making aid, so that the detection of whether the 

user requires hospitalization is not in real time.  

In Indonesia, extensive research has been conducted on the COVID-19 disease classification system, such as a 

study on the Coronavirus Disease 19 (COVID-19) Symptom Classification system using four machine learning 

algorithms: K-NN, Neural Network, RF, and Naive Bayes. The random forest algorithm achieved an accuracy of 68% 

in this study, allowing for the conclusion that random forests can be used in the classification process. The lack of a 

wearable device for real-time monitoring of the patient's condition is one of the deficiencies of the system designed 

in the study [5].  

A system was designed to monitor the condition of COVID-19 self-isolation patients using a recommendation 

algorithm based on the RF, DT and GTB algorithms. Random forests are commonly used for classification tasks due 

to their ability to handle large datasets with reasonable accuracy [6]-[11]. Random forests are an ensemble of decision 

trees organized in a hierarchical structure. They are known for their ability to handle high-dimensional data and can 

effectively identify the most relevant attributes for classification [12], [13]. 

DTs are another popular algorithm for classification. They use a tree-like model of decisions and their possible 

consequences. However, DT can sometimes overfit the training data and may not generalize well to unseen data. 

Gradient tree boosting, on the other hand, is a boosting algorithm that combines multiple weak decision trees to create 

a strong predictive model. It iteratively builds trees to correct the errors made by previous trees. In the context of the 

system for monitoring COVID-19 self-isolation patients, the performance of the DT, GTB, and RF algorithms can be 

compared. RF is suitable for handling high-dimensional data, selecting relevant features, and providing accurate 

classification results. However, the DT and GTB algorithms can also be considered as alternative approaches, each 

with its own strengths and limitations, to determine the most suitable algorithm for the specific task at hand. 

Method  

This study involved the development of both hardware and software systems. The hardware related to telemedicine 

devices is used to detect the condition of COVID-19 self-isolation patients. The software, which in the form of machine 

learning installed in the cloud or on a server, is useful for making decisions on whether the patient needs hospitalization 

or not, focus on the research in this article that pertains to the algorithm's design. Among the methods used in this study 

are 

A. Data Preparation 

The dataset used in this research was obtained from a hospital in Malang City, where the data collection was conducted 

by one of the researcher's collaborating doctors through direct observation of patients infected with the COVID-19 

virus. At this stage, the IoT system had not been implemented as the model was still in the development phase. The 

IoT system is intended for monitoring and classifying patient conditions once the algorithmic model is fully designed, 

hence no IoT system was used during the data collection phase. From the observations, 200 patient data points were 

collected and presented across four columns. This dataset undergoes a cleansing process, and classes that most 

significantly impact the condition of confirmed COVID-19 patients will be identified. Attributes such as respiratory 

issues, fever, and SpO2 levels are among those used. These three attributes critically affect the health of COVID-19 

patients, and thus, employing these attributes, it is anticipated that the algorithm will be able to detect the condition 

of COVID-19 patients effectively. In the submitted manuscript, we delineate an algorithm specifically designed for 

classification purposes. The dataset employed in this study has been meticulously curated, drawing from authentic 

patient conditions, with data manually sourced from a hospital setting. Subsequent to the rigorous validation of the 
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algorithm, it is intended to be integrated into a cloud-based infrastructure, facilitating real-time decision-making 

processes. For practical deployment, it is requisite for patients to utilize a wearable device, enabling continuous 

monitoring by healthcare professionals from remote locations through an Internet of Things (IoT) system. The detailed 

specifications and operational aspects of this wearable device will be comprehensively addressed in a forthcoming 

publication. 

 At the stage of data collection, the Knowledge Discovery in Database (KDD ) method is employed, which is useful 

for extracting data from the database in order to identify patterns of patients infected with covid-19 by examining 

downloaded data patterns [14] – [16]. Figure 1 depicts a KDD data retrieval process flow or stage. 

 

Figure 1. Deep stages in the KDD method 

The stages of KDD method implementation are outlined as follows: 

•  Selection: The process of selecting relevant data in accordance with the research objectives. 

•  Pre-processing: Used for data cleansing (e.g., removing duplicate data or other issues) and to reproduce clean 

data prior to use. 

•  Transformation: The obtained data is then transformed into a feature of the selected data percentage in the form 

of code based on the information pattern. 

•  Data mining: pattern search by a particular method implies that this method is dependent on the tools and 

algorithms employed. Where in this study the random forest algorithm, decision tree, and gradient tree bosting 

was used. 

•  Pattern verification is the result of the testing procedure. It is performed to determine if the pattern matches 

expectations or if the results are contradictory. 

In addition, the dataset used can be considered valid as it has been validated by the relevant doctors handling 

COVID-19 cases at the hospital. Table 1 presents the data to be used in the study.  

Table 1. Covid-19 Patient Data Attributes 

Attribute Data type Condition 

Heartbeat Float mild  
and  

severe 

Fever Float 

SpO2 Problems Float 
 

Only three attributes from the dataset are selected for direct monitoring by the telemedicine device, out of the 

many available. The reason for selecting these three attributes is that they can be monitored in realtime, making them 
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suitable parameters for real-time monitoring. These attributes provide valuable insights into the patient's condition 

and can be continuously monitored to assess any changes or deterioration in their health. By incorporating these 

realtime monitoring parameters into the algorithm, the system can provide immediate and accurate recommendations 

for the patient's condition and the need for hospitalization 

B. Algorithm And System Design 

In previous studies employing the RF algorithm, it was found that this algorithm could produce values with a 

high degree of accuracy [17]. This algorithm descends from ID3, which was created by J. Ross Quinlan [18]. Random 

Forest has the benefits of high performance, small error formation, and increased training [19]. In addition to the 

Random Forest classifier algorithm, this study also explores the DT and GTB algorithms for the classification of 

COVID-19 self-isolation patients. These algorithms offer their respective advantages in decision-making and 

predictive performance.  

This research was conducted by developing a system of hospitalization recommendations for COVID-19 patients 

capable of classifying patients into two groups: those who require hospitalization and those who do not. Figure 2 

illustrates the implementation phase of the random forest classifier algorithm, as well as the decision tree and gradient 

tree boosting algorithms, on the given dataset. 

 

Figure 2. Algorithm design flowchart 

Creating an algorithm that can be used to classify the condition of COVID-19 patients requires multiple steps. 

The first step is data pre-processing, which involves the selection of independent and dependent variables in order to 

change the data type based on the requirements of the system, followed by the separation of the data into training data 

and test data. The ratio of test data to training data in the shared dataset is 30% for test data and 70% for training data 

[20]-[24]. The practice data is useful for obtaining values for the probability table, whereas the test data is used to 

validate the practice-generated probability tables.  

After the data has processed, the implementation of three algorithms, namely RT, DT and GTB, is continued. 

These algorithms were chosen for their respective advantages. The RT algorithm, known for its ensemble nature, 

generates multiple decision trees based on a predetermined dataset and makes decisions based on these trees [25]-

[28]. The DT algorithm utilizes a tree-like structure for decision making based on feature values, offering 

interpretability and simplicity in the decision-making process. The GTB algorithm combines multiple decision trees 

sequentially to improve overall predictive performance. 

Following the successful development of the algorithm, the confusion matrix is used to evaluate the performance 

of each algorithm [29]-[33]. The final step is to analyze and draw conclusions regarding the performance of the 
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designed algorithm after testing. If the algorithm, specifically the RT algorithm, demonstrates high precision, its 

design will be uploaded to the cloud for use in cloud-based learning for the classification of COVID-19 self-isolation 

patient conditions. By employing multiple algorithms, we aim to compare their performance and identify the most 

effective one for this classification task. 

In the design of the DT algorithm, this study uses the entropy equation, making it appropriate to say that the 

decision tree employed in this research is based on the C4.5 model. The equation used to calculate the root node in 

the decision tree is as follows, as shown in Equation 1. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = − ∑ 𝑝𝑖𝑙𝑜𝑔2

𝑛

𝑖=1

𝑝𝑖 (1) 

 

Where, 𝑝𝑖 is the ratio between the number of samples in class I and the total number of samples in the dataset. 

In addition, to evaluate each attribute in the C4.5 model, information gain is also used. Information gain is a 

measure to calculate how well an attribute separates a dataset based on its classes. It can be concluded that Information 

gain provides an assessment of the extent to which an attribute can provide useful information for classification. The 

general equation for Information Gain is as follows, as shown in Equation 2. 

𝐼𝐺 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑
|𝑆𝑣|

|𝑆|
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣) (2) 

 

Where,  

𝑆  : Total number of data 

𝐴  : The attribute that will be evaluated 

|𝑆𝑣 | : Number of samples for v value 

| S | : The number of all data samples 

 

In addition, the RT algorithm also employs the C4.5 decision tree model in its construction. Therefore, to evaluate 

each of its models, Equations 1 and 2 are also used. However, the steps in the RF algorithm differ, as can be seen in 

the pseudocode in the Table 2. 

Table 2. Pesudocode for random forest algorithms 

Algorithm: RandomForest_with_C4.5 
Input: Dataset D, Number of trees N, Number of features to select m 

Output: Random Forest Model 

 

1. Initialize an empty list, Forest[] 

2. For i = 1 to N do: 

    a. Perform Bagging: 

        1. Randomly sample with replacement 164 instances from D, let this new dataset be D_i. 

         

    b. Select Features: 

        1. Randomly select m features from the available features (e.g., body temperature, heart rate, SpO2 levels). 

         

    c. Build Decision Tree with C4.5: 

        1. Build a decision tree T_i using dataset D_i and selected features based on Information Gain, following the   

            C4.5 algorithm. 

         

    d. Append T_i to Forest[] 

     

3. End For 

 

4. For a new instance x, do: 

    a. Initialize an empty list, Votes[] 

    b. For each tree T_i in Forest do: 

        1. Classify x using T_i 

        2. Append the classification result to Votes[] 

    c. The final prediction for x is the majority class in Votes[] 

 

5. Return Forest as the final Random Forest Model 

 

In addition to the RF model, this research also employs the GTB model. To construct the GTB algorithm model, 

Equation 3 is used, which represents the loss function.  



418 ILKOM Jurnal Ilmiah Vol. 15, No. 3, December 2023, pp.413-426 E-ISSN 2548-7779 
  

 

 

Sugiono, et. al. Cloud-Based Realtime Decision System for Severity Classification of COVID-19 Self-Isolation Patients using 
Machine Learning Algorithm 

 

𝐿(𝑦, 𝐹(𝑥) (3) 
 

Where, 

𝑦  : The actual label 
𝐹(𝑥)  : The model's prediction. 

 

In the GTB model, the loss function is used as a metric to measure how well the model predicts the labels correctly. 

To construct a GTB model for classification, initially define an appropriate loss function, such as the logistic function, 

and initialize the initial model 𝐹𝑜(𝑥) based on the majority class of the training data. Subsequently, iterate through a 

series of DT. In each iteration, calculate the pseudo-residuals based on the gradient of the loss function, train a new 

decision tree ℎ𝑡(𝑥) using these residuals, and update the model 𝐹𝑡(𝑥) = 𝐹𝑡 − 1(𝑥) + 𝜈ℎ𝑡(𝑥), where 𝜈 is the learning 

rate. 

C. IoT System Architecture 

The system is designed to classify the condition of COVID-19 patients using cloud computing. Cloud computing 

functions as Platform as a Service (PaaS) [34]-[36], which is responsible for analyzing all incoming data from mobile 

devices and offering services in the form of back end and front-end applications. Figure 3 depicts the system's 

architecture from the wearable device to the cloud. 

 

Figure 3. IoT System Architecture 

In the design of IoT architecture, there are several user aspects, including the patient side, the medical personnel 

side, and the cloud processing side. On the patient side, there is a wearable device used by patients who are in their 

respective homes. The operating principle of the wearable device system itself is a device that automatically collects 

patient health data such as body temperature, heart rate, and blood oxygen levels. The results of the processed data are 

then sent to the cloud, where they will be analysed using pre-designed algorithms.  

The wearable device will be used by patients in their homes, ensuring that they are fully monitored by medical 

personnel even though they are far from healthcare facilities. The wearable device itself is composed of several 

components; the microcontroller, serving as the core component of the system, is seamlessly integrated with three 
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critical sensors in a bracelet-shaped wearable device: a heart rate sensor, a body temperature sensor, and an SpO2 

sensor. Specifically, the research employs the MAX30120 sensor module, which is adept at monitoring both heart rate 

and SpO2 levels with high precision. This sensor configuration not only enhances the device's multifunctionality but 

also improves the reliability of the data. The sensor readings are wirelessly transmitted in real-time to a centralized 

server via an Internet-connected access point, ensuring timely data collection and analysis.  

In the proposed cloud-based IoT system architecture, a Platform-as-a-Service (PaaS) environment is employed to 

offer an efficient and flexible cloud computing workspace. PaaS services enable users to configure their cloud 

computing environment according to specified requirements. Within this cloud system, a robust SQL-based database is 

utilized for the storage and management of extensive datasets. The stored data encompasses patient body temperature, 

heart rate, oxygen saturation, patient and medical personnel profiles, hospital addresses, and the classification outcomes 

from the designed machine learning algorithm models. 

The machine learning algorithm side employs Python as the back-end language in the classification process. The 

constructed models utilize RT, DT and GTB algorithms for the meticulous analysis of sensor data, classifying the 

patient's condition into 'mild' or 'severe' symptom categories. This automated decision-making process is imperative for 

timely intervention and more effective healthcare management. 

Additionally, the cloud processing side includes a monitoring website that can display patient and doctor data. The 

analysed patient data can be accessed by healthcare providers and related parties via a front-end application. This 

application, hosted on an Apache server and developed using HTML and PHP, offers a multiuser interface for patients 

at home as well as medical staff in hospitals [37], [38]. 

On the hospital side of this integrated IoT architecture, doctors and medical staff play a critical role in accessing and 

analysing monitoring data and the classification of patient conditions. They leverage the platform provided by the cloud 

system to access data that has been collected and analysed by the machine learning algorithms. 

On the patient side, users, who may be patients themselves or family members, can actively monitor health activities 

read by the wearable device and view the current classification of the patient's condition. Within the patient interface, 

the website can display emergency contacts of the treating doctors, buttons to call an ambulance, and recommendations 

for referral hospitals based on the treating doctor's practice location. 

The integration of the three components SQL database for data management, Apache for web services, and Python 

for machine learning algorithms creates a comprehensive cloud computing ecosystem, enabling real-time monitoring, 

analysis, and classification of health data. 

The entire system is organized within a virtual machine named Google Compute Engine with an N1-Standard virtual 

machine architecture. The selection of the N1-Standard virtual machine type is predicated on the system requirements 

a cloud processing capability that can host a website and perform data analysis using Python while running an SQL 

database system. 

This cloud based IoT system architecture plays a pivotal role in providing scalable, reliable, and accessible storage 

and computing resources. Moreover, the cloud computing architecture also enables smooth data flow between wearable 

devices and the web-based monitoring system. 

Furthermore, the cloud framework allows for adaptive scaling of memory and computing power, ensuring efficient 

data processing. This cloud-based approach is integral to the system's capability to monitor health in real time and 

classify patient conditions, thereby optimizing the delivery of healthcare services and clinical decision-making. 

However, the primary focus of this research is to construct machine learning algorithm models using RT, DT and 

GTB. These three algorithms will then be analysed, evaluated, and validated to determine which algorithm performs 

the best. Thus, the focus of this study is to compare the performance of these three algorithm models. Therefore, the 

performance of the IoT and cloud computing system will be discussed in subsequent research. 

Results and Discussion  

In this section, we will discuss the results of the conducted research and the Python-based model [39]-[41], that was 

used to analyze the data. There are 200 data points that have been generated from the pre-processed dataset, consisting 

of three attributes and two classes, namely 0 and 1. Class 0 corresponds to COVID-19 patients with mild symptoms, 
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whereas class 1 corresponds to COVID-19 patients with severe symptoms. There are 108 data for class 0 and 92 data 

for class 1. The SMOTE technique is then used to rearrange data samples to improve the accuracy of the designed 

algorithm model [42]-[49]. 

A. Handling of Imbalanced Datasets (SMOTE) 

 This study's dataset included 200 COVID-19 patient records, which were separated into training data and test data 

by a ratio of 30% training data to 70% test data. Splitting the data is called the hold out method. One of the advantages 

of using this method is that hold out is a method that is simple and easy to understand. It also allows us to compare 

different models easily, because we only need to evaluate the model against the same test date. There is a disparity 

between data with mild and severe symptoms, as determined by medical personnel's collection of data on a variety of 

conditions. Table 3 depicts the condition of the dataset prior to SMOTE-based oversampling. It is essential to 

reemphasize that the dataset utilized in this study was directly obtained from a hospital in Malang City. The data 

collection was conducted through direct observation by a collaborating doctor of the research team, spanning from July 

2021 to August 2021. From this observation, a total of 200 datasets were acquired, which were subsequently divided 

into 30% (60 data) for testing and 70% (140 data) for training. The divided datasets were utilized to train and validate 

the model. The outcome of this training will be implemented in a real-time decision-making process within an IoT-

based system for classifying the condition of COVID-19 patients. The algorithmic model will be embedded in the cloud, 

and body temperature sensors, SpO2, and heart rate monitors will be employed to assess the patient's condition. The 

readings from these sensors will be transmitted to the cloud and analyzed by the developed algorithmic model, thereby 

yielding a classification of the patient's condition as either favorable or adverse. 

Table 3. Number of Rehearsal Data Before Oversampling 

Class Sum 

0 82 

1 58 

 

 

Figure 4. Distribution of training data before oversampling 

Table 3 displays the datasets prior to SMOTE oversampling, and it shows an imbalance with 82 datasets for class 

0 and 58 datasets for class 1. In this study, class 0 represents COVID-19 conditions with mild symptoms, while class 1 

represents the criteria for conditions with severe symptoms. Since the imbalanced dataset can lead to an inaccurate 

random forest algorithm model, oversampling is necessary. To address this, the SMOTE is employed to add synthetic 

datasets to the minority class and achieve a more balanced dataset. By using SMOTE, the dataset is augmented with 

synthetic examples, which helps improve the performance of the classification algorithm and mitigate the bias towards 

the majority class.  

After oversampling, the data above now has a balanced distribution, as can be seen in Table 4. The oversampling 

process has effectively increased the number of samples in the minority class, resulting in a more balanced dataset. This 
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helps address the issue of class imbalance and ensures that the classification model can learn from enough instances 

from both classes, improving its ability to accurately classify COVID-19 conditions with varying symptom severity. 

 

Table 4. Number of Rehearsal Data After Oversampling 

Class Sum 

0 82 

1 82 

 

 

Figure 5. Distribution of training data before oversampling 

After oversampling, the data now has a balanced distribution, as can be seen in Table 4. The number of samples for 

class 1 or severe symptoms has increased from 58 to 82 after oversampling. Originally, there were only 58 samples for 

this class. With the dataset now balanced, the next step is to train and test the algorithm model to evaluate its 

performance in accurately classifying COVID-19 conditions with varying symptom severity. 

B. Testing of The Random Forest Model 

The trial of this model was conducted under two conditions, the conditions before oversampling and the conditions 

after oversampling. Several analyses, including accuracy, precision, recall, and the f1 score, will be conducted to 

determine the performance of the developed model. Before oversampling, the data from model trials are displayed in 

Table 5. 

Table 5. Model Trial Result Before Oversampling 

Class Precision Recall F1-score Accuracy 

0 0.62 0.81 0.70 
70% 

1 0.81 0.62 0.70 

The precision value for class 0 or mild symptoms, which is a prediction for what percentage of mild symptoms are 

correct mild symptoms from the overall data of patients predicted symptoms, yields a value of 62%, as displayed in 

Table 4. As for class 1 or severe symptoms, which is a prediction for what percentage of severe symptoms are accurate 

severe symptoms based on the overall data of predicted severe symptoms for patients, the value is 81%. It returns a 

value of 81% for the recall value in class 0 while it returns a value of 62% for class 1. Callous produces a value of 70% 

for the second F1-score result. As for the accuracy of the RF algorithm model without oversampling, it generates a 

value of 70%. The next test is a test run of the model after oversampling. Table 6 shows the model test result data. 

Table 6. Model Trial Result After Oversampling 

Class Precision Recall F1-score Accuracy 

0 0.63 0.73 0.68 
70% 

1 0.77 0.68 0.72 
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The designed model generates the following data after oversampling: It results in a trial value of 63% for a precision 

value in class 0. Regarding class 1, it returns the value 77%. Class 0 real values are returned with a value of 73%, while 

class 1 real values are returned with a value of 68%. Class 0 returns a value of 68% for Value F1, while class 1 returns 

a value of 72%. As a result of oversampling, the model's accuracy yields a value of 70%.  

C. Testing of The Decision Tree Model 

 The second algorithm used is a DT, where two conditions will be tested: before and after oversampling. The analysis 

is conducted by examining the accuracy, precision, recall, and F1 score to assess the performance of the built model. 

Table 7 demonstrates the performance of the decision tree algorithm before oversampling. 

Table 7. Model Trial Result Before Oversampling 

Class Precision Recall F1-score Accuracy 

0 0.49 0.77 0.60 
55% 

1 0.68 0.38 0.49 

According to the results of the trial, the precision value of the DT method is 0.49, showing that 49% of the 

predictions classed as class 0 are correct, and 0.68, indicating that 68% of the predictions classified as class 1 are correct.  

Meanwhile, class 0 has a recall score of 0.77. This means that the model correctly identifies 77% of the samples that 

belong to class 0. As a result, the model correctly identifies 77% of the data that belong to class 0. The recall for class 

1 is 0.38, meaning that the model can only reliably detect 38% of the samples that genuinely belong to class 1. In other 

words, the model can accurately categorize only 38% of all samples that genuinely belong to class 1. 

Class 0's recall score, on the other hand, is 0.77. This shows that the model accurately identifies 77% of the samples 

that correspond to class 0. As a result, the model correctly classifies 77% of the samples that genuinely belong to class 

0. Nevertheless, the recall for class 1 is 0.38, indicating that the model properly detects just 38% of all samples that 

genuinely belong to class 1. In other words, the model correctly classifies just 38% of the data that genuinely belongs 

to class 1. The accuracy of the decision tree model before oversampling is 55%, suggesting that the model accurately 

predicts only 55% of the test data. The decision tree is then tested with a dataset that has been oversampled. Table 8 

shows the decision tree model's test results after oversampling.  

Table 8. Model Trial Result After Oversampling 

Class Precision Recall F1-score Accuracy 

0 0.59 0.77 0.67 
67% 

1 0.77 0.59 0.67 

After oversampling, the precision for class 0 is 0.59, meaning that 59% of the predictions classified as class 0 are 

correct. The precision for class 1 is 0.77, which means that 77% of the predictions classed as class 1 are correct. In 

terms of recall, the model achieves 0.77 for class 0, meaning that the model correctly identifies 77% of all samples that 

belong to class 0. In contrast, the recall for class 1 is 0.59, meaning that the model can detect 59% of all samples that 

belong to class 1. For both classes 0 and 1, the F1-score, which measures the balance of precision and recall, is 0.67. 

This shows that both courses have a reasonable mix of precision and recall. The model's overall accuracy is 0.67, 

meaning that it accurately predicts 67% of all samples in the testing dataset. The accuracy of the model's predictions 

represents their overall correctness.  

D. Testing of The Gradient Tree Boosting 

 The third phase of testing entails assessing the performance of the GTB algorithm under two conditions, post-

oversampling, and pre-oversampling datasets. Subsequently, after attaining the desired model outcomes, an analysis is 

conducted to examine the accuracy, precision, F1-score, and overall performance of the GTB algorithm. The 

performance evaluation of the algorithm prior to the oversampling procedure is presented in Table 9. 

Table 9. Model Trial Result Before Oversampling 

Class Precision Recall F1-score Accuracy 

0 0.58 0.69 0.63 
65% 

1 0.72 0.62 0.67 
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The precision scores obtained from the examination of the GTB algorithm show that it performs satisfactorily. The 

precision score for class 0 is 0.58, meaning that 58% of the predictions classed as class 0 are correct. Similarly, the 

precision score for class 1 is 0.72, indicating that the model accurately predicted 72% of the samples classified as class 

1. 

Meanwhile, the GTB approach provides a recall score of 0.69 for class 0, indicating that the model is capable of 

properly detecting 69% of all samples in class 0. Similarly, for class 1, it achieves a value of 0.62, suggesting that the 

model can detect 62% of all samples that genuinely belong to class 1. 

In addition, we assess the F1-scores, which provide a balanced evaluation of the model's precision and recall. The 

F1-score for class 0 is 0.63, showing a harmonious balance between the model's accuracy in predicting and detecting 

class 0 data. The F1-score for class 1 is 0.67, indicating a similar balance in the model's performance for class 1 samples. 

In predicting and recognizing positive samples, a higher F1-score indicates a better balance of precision and recall. The 

Gradient Tree Boosting technique findings show that the model has an accuracy of 0.65, which means that it accurately 

predicts 65% of all samples in the testing dataset. Following that, we report the results of evaluating the GTB algorithm 

using the oversampling technique, which are shown in Table 10.  

Table 10. Model Trial Result After Oversampling 

Class Precision Recall F1-score Accuracy 

0 0.55 0.62 0.58 
62% 

1 0.68 0.62 0.65 

Precision ratings for classes 0 and 1 were 0.55 and 0.68, respectively. This demonstrates that 68% of forecasts in 

the class 1 category are correct, compared to 55% of forecasts in the class 0 category. Recall ratings for classes 0 and 

1 are 0.62 and 0.62, respectively. This means that the model can detect 62% of samples in class 0 and 62% of samples 

in class 1. F1 scores for classes 0 and 1 are 0.58 and 0.65, respectively. A higher F1-score indicates a better balance 

of memory and precision. In this case, the model performs reasonably well in both class 0 sample prediction and 

detection and class 1 sample prediction and detection. The model correctly predicted 62% of the samples in the dataset 

with an overall accuracy of 0.62.  

Conclusion  

Based on the data, it is possible to conclude that the RF model has an accuracy of 70% both before and after 

oversampling. Although there are differences in other measures such as precision, recall, and F1-score for various 

classes, these differences are minor and have little impact on the model's overall accuracy. Oversampling did not result 

in a substantial improvement in the performance of this model. While there was a minor increase in precision and 

recall for class 0 following oversampling, this was offset by a fall in recall for class 1. As a result, the accuracy of the 

Random Forest model did not change significantly after oversampling.   

The decision tree model achieved an accuracy of 55% prior to oversampling, implying that it correctly predicted 

the class labels of 55% of the test samples. This suggests that the model's performance was moderate, as it struggled 

to predict accurately for a significant portion of the data. However, after implementing oversampling, the DT model's 

accuracy increased to 67%, indicating a significant improvement in its predictive capabilities. The model was able to 

correctly classify a higher percentage of the test samples because of this improvement, demonstrating its increased 

effectiveness in capturing the underlying patterns and relationships in the data. For the Gradient Tree Boosting 

algorithm, the model's accuracy before oversampling is 65%, but it decreases to 62% after oversampling. Before 

oversampling, the model accurately predicts 65% of the total samples in the test dataset. After oversampling, there is 

a decrease in the model's accuracy to 62%. However, this accuracy still demonstrates a reasonably good level of 

accuracy in predicting the classes in the test dataset.  

Although there are changes in other metrics such as precision, recall, and F1-score, these changes are not 

significant and do not have a drastic impact on the overall accuracy of the model. Based on the information provided, 

the RF model appears to be the most accurate of the three algorithms discussed. The Random Forest model maintains 

an accuracy of 70% before and after oversampling, which is higher than the decision tree (67% after oversampling) 

and GTB (62% after oversampling) models. The RF model consistently demonstrates a relatively higher level of 

accuracy in correctly predicting the class labels of the test samples. While the decision tree model's accuracy improves 
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after oversampling, it still falls short of the RF model. In contrast, the GTB algorithm exhibits a decrease in accuracy 

after oversampling, making it the least accurate of the three models.  

As a result, based on the data provided, the RF algorithm is the most effective and accurate model for the given 

task. Its accuracy stability and relatively higher performance compared to the other algorithms make it a better choice. 

Random forest was chosen to build this system because the algorithm has been proven to have better performance in 

classifying COVID-19 patients compared to DT and GTB algorithms. 
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