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Introduction 

Ensemble methods can be defined as techniques that builds multiple models and combines them to produce better 
results  [1]. The Ensemble method in machine learning typically produces more accurate solutions than single models  
[2]. There are several techniques used such as stacking, bagging, boosting and voting [3]. These techniques have their 
own advantages and disadvantages.  

The stacking technique has a strong ensemble learning strategy in machine learning that combines the predictions 
of various basic models such as SVM, Random Forest, Naïve Bayes and so on, to get the final prediction with better 
performance [4]. This technique is also known as stacked ensemble or stacked generalization. In addition, the Boosting 
technique is ensemble learning that combines a weak set of algorithms into a strong algorithm to minimize training 
errors. In boosting, a sample of data is randomly selected, equipped with a model, and then trained sequentially, i.e., 
each model tries to compensate for the weaknesses of its predecessor model [4].  

This study compared the text data taken from social media X about online loans or commonly called pinjol. 
Currently, pinjol is a phenomenon that is being hotly discussed by many people in Indonesia [5] . This is because there 
are many news reports that state that loans are often detrimental to the community [6]. However, some people also 
say that the online loans can be a viable alternative solution to borrow money other than banks [7].  

Previous studies used sentiment analysis to analyze tweets by classifying them as positive, negative, and neutral. 
For example, research with sentiment analysis was conducted by [8] using ensemble stacking with linear kernel SVM 
meta classifier and meta classifier logistic regression. The accuracy result was 88%. Then [9]  conducted sentiment 
analysis research using stacking (LR+SVM+RF), it obtained an accuracy of 86%. Furthermore [10] , using the 
multinomial Naïve Bayes algorithm with Adaboost and information gain obtained an accuracy of 87.87%. The last 
study [11], it employed the boosting technique with XGBoost, LightGBM, Adaboost, and Gradient Boosting 
algorithms. The obtained accuracy was 96.75%.  

Despite the insights from the previous research, there has not been a comparison between techniques between the 
different ensemble methods. Therefore, this study used a comparison of ensemble techniques, namely stacking and 
boosting by using Random Forest algorithm as the base model. The two techniques were compared to see their 
accuracy. Random Forest was employed because it is a popular machine learning algorithm included in supervised 
learning techniques. It can be used for classification and regression issues in machine learning. 
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Abstract  

Online loans (commonly referred to as Pinjol) have become a widespread phenomenon in Indonesia, both in legal and illegal 

forms. It is undeniable that this is in line with the rapid development and innovation of technology. Pinjol cannot be separated 

from public comments, both positive and negative, on social media X. The study examined the communication patterns of 

Indonesian people using a sentiment analysis approach. The research utilized the Random Forest algorithm to perform sentient 

analysis. This algorithm combined the output of several decision trees to achieve a more accurate result. In addition to using a 

random forest algorithm, this study also made improvements by using stacking and boosting. The results of this study indicated 

that the highest accuracy of 86% was obtained by the SMOTE+RF+Adaboost (Boosting) model. In contrast, the lowest accuracy  

of 60% was obtained in the RF+Adaboost model with a stacking technique.  
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Before the modeling process was carried out, this study conducted preprocessing to ensure the data was clean and 
free from noise [12]. The preprocessing used was data cleaning, case folding, text normalization, filtering, stemming, 
and data transformation. After the data was cleaned, a 70:30 data sharing process was carried out from 3391 tweets. 
Then modeling was carried out with random forests, along with boosting and stacking using the Adaboost algorithm. 
This study also used Synthetic Minority Oversampling Technique (SMOTE) to balance classes so that the processed 
data was better than without SMOTE. 

Method  

Figure 1 is the research flow used to make it easier to conduct the research. This flow starts from searching for 
tweets from social media to modeling using a random forest algorithm. 

 

Figure 1. Research Flow 

A. Datasets and labelling 

The dataset in this study was an online loan data (known as pinjol) taken from social media X starting from July 
2022 to July 2023. During this period, a total of 3,391 tweets were collected. Then the dataset was labeled as positive, 
negative, and neutral. 

B. Class balancing  

Classroom imbalance is a common issue in machine learning, where the proportion of data in each class is 
unbalanced. These issues often arise in a variety of contexts, including medical diagnostics, spam screening, fraud 
detection, emotional classification, and a variety of other fields [13]. When there is a class imbalance in the training 
data, machine learning models often tend to overclassify the majority class due to the increased prior probability. 
Consequently, machine learning algorithms become vulnerable to misclassifying minority classes [14]. For this reason, 
the need for class balancing is necessary, one of the methods used is the SMOTE method  [15]. The Synthetic Minority 
Oversampling Technique SMOTE is a statistical technique used to increase the number of cases in a dataset to create a 
balance. This component works by generating a new instance of an existing minority case, which is provided as input  
[16]. 

C. Preprocessing 

Preprocessing in this study involved 7 steps: data cleaning, case folding, text normalization, tokenizing, filtering, 
stemming, and data transformation. data cleaning was used in this study to eliminate unnecessary columns such as links, 
authors, followers. the data processed only required mentions and sentiment labels. then case folding was a stage in text 
pre-processing used to standardize characters on the data. The case folding process was the process of converting all 
letters to lowercase letters  [17]. Then text normalization is a concept used to convey ideas by changing the format of 
the text to fit a specific purpose  [18].   

Tokenization was a pre-processing step in the field of information retrieval and Natural Language Processing (NLP), 
where text was divided into smaller units called "tokens". The goal of tokenization was to break down the text into 
more manageable units, making it easier to analyze and process [19]. Then filtering was the process of cleaning up 
unnecessary symbols in the document, such as punctuation, numbers, and emoticons  [20]. Stemming was the process 
of removing affixes both at the beginning and at the end of the word. The goal was to get the root word  [21]. Finally, 
preprocessing in the study used transformation data to convert categories into numbers  [22].  
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D. TF-IDF 

Term Frequency (TF) is a metric used to find out how often a word appears in a document. This can be calculated 
by dividing the number of occurrences of those words in the document by the total number of words in the document  
[23]. For example, if the word "machine learning" appears 10 times in a document containing 100 words, then the TF 
of the word is 10/100 = 0.1. On the other hand, Inverse Document Frequency (IDF) is a measure used to assess how 
common a word is across a document corpus. It is calculated by dividing the total number of documents in the corpus 
by the number of documents containing the word and taking the logarithms from the results.  

The general formula of IDF is log(N/n), where N is the total number of documents in the corpus, and n is the 
number of documents containing the word. The fewer documents that contain the word, the higher the IDF value    
[24]. Furthermore, the TF*IDF score is the result of the multiplication between the TF and IDF scores for a word in a 
document. The general formula is TF * IDF. For example, if the word "machine learning" has a TF score of 0.1 and 
an IDF score of 2, then the TF*IDF score for that word is 0.1 * 2 = 0.2. [25]. 

E. Modeling 

In this study, 6 models were used, namely Based Random Forest, SMOTE+ Random Forest, Random 
Forest+Stacking (Adaboost), SMOTE+Random Forest+Stacking (Adaboost), Random Forest+Boosting (Adaboost), 
SMOTE+Random Forest+Boosting (Adaboost). After modeling, the next step was to evaluate the model by examining 
accuracy, precision, recall, and F1-Score. 

Results and Discussion  

The following are the results and discussion of the theme analysis of online loans using a sentiment analysis 
approach using the random forest algorithm. The first step was to preprocess the data first using data cleaning, case 
folding, text normalization, tokenizing, filtering, stemming, and data transformation. After the data was cleaned, the 
next process was carried out as described below: 

A. Data Balancing 

The imbalanced data can be seen in the Figure 2. On the neutral label, there was a considerable difference in the 
number of neutral labels compared to the positive and negative labels. 

 

Figure 2. Unbalanced label graphics 

 Then the label was balanced prior to further processing. The data balancing process used the SWATCH method. 
Figure 3 shows the balanced labels. 

 

Figure 3. Balanced label graphics 

After the data balancing process was carried out, the next step was to preprocess and weight words with TF-IDF. 
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B. Modeling with the Random Forest algorithm 

After the data cleaning and word weighting process, the next step was to model with a random forest algorithm. The 
first trial was to conduct tests using the random forest algorithm. Figure 1 is the result of Random Forest (RF) using 
SMOTE and without SMOTE. 

 

a. RF 

 

b. SMOTE+RF 

Figure 4. Random Forest accuracy results 

The results obtained from RF modeling was shown in  Figure 4a. The obtained accuracy was only 71%, but when 
the data was balanced using SMOTE, the results increased significantly in Figure 4b, which was 13% or  84%. Then 
the RF test used the stacking technique, figure 5 is the result of RF accuracy using the stacking technique. 

 

a. RF+Adaboost (Stacking) 

 

b. SMOTE+RF+Adaboost (Stacking) 

Figure 5. Random Forest accuracy results using the Stacking technique  

From Figure 5, it can be seen that the use of the ensemble method with stacking techniques has a significant 
decreased, as seen in Figure 5a, which is down 11% from the RF base without SMOTE, which is 60%. After adding 
the SMOTE as seen in Figure 5b, accuracy increased by 4% to 64%. Then the next test used RF with the Boosting 
technique, Figure 6 is the result of RF accuracy using the Boosting Technique. 

 

a. RF+Adaboost (Boosting) 

 

b. SMOTE+RF+Adaboost (Boosting) 

Figure 6. Random Forest accuracy results using Boosting Technique 

In Figure 6a, it can be seen that the use of Boosting performed better than stacking but not better than based RF, 
with 70% accuracy. Then in Figure 6b it can be seen that the significant increase when the boost was combined to 
SMOTE. It increased to 86%. 

C. Comparison 

Based on the tests that have been carried out, it was found that the use of SMOTE has a significant effect on the 
random forest algorithm, both on the base model, Adaboost, and Boosting. Table 1 is a comparison of the tests carried 
out in this study. 

Table 1. Model Comparison 

It 
Accuracy Comparison 

Type Without SMOTE SMOTE 

1 RF 71% 84% 

2 RF+Adaboost (Stacking) 60% 64% 

3 RF+Adaboost (Boosting) 70% 86% 
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Table 1 showed that that the highest accuracy improvement was obtained in RF with the Boosting technique with 
86%. In stacking, there was a significant accuracy drop to 60%, although it increased with SMOTE, but it only reach 
64%. This indicated that the Stacking technique in Random Forest did not work well using data from social media X.  

Conclusion  

This study has several conclusions. Firstly, the best accuracy in this study was 86% obtained by the 
SMOTE+RF+Adaboost (Boosting) model. Then the stacking technique on social media X data did not perform well, 
because it only achieved 64%. Furthermore, the use of the SMOTE method to balance classes or labels greatly affected 
the entire model used.  

This study also has a limitation, such as using only the default parameters of the RF algorithm, the parameters used 
were still random, so it is necessary to conduct several tests until the best accuracy was obtained. The need to use the 
hyperparameter tuning method to make it easier to get the best parameters. Several types of hyperparameter tuning 
that can be used are random search, optuna, grid search and others. 
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