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Introduction  

The rapid advancement of technology makes the process of manipulation images much easier [1]. This ease can 

result in the creation and dissemination of false images and disinformation online [2]. Digital images have become an 

important information medium for many people. The available tools for digital image manipulation allow people to 

commit crimes [3]. In addition, the results of digital image manipulation are difficult to identify either they use real 

or fake images [4]. The dissemination of fake images is used to spread racial hatred, false narratives, or defamation 

about certain ethnic groups and political figures [5]. Image forgery is done by using digital imagery to change its 

semantic description [6]. One method to do counterfeiting detection is by using watermarking to extract embedded 

information from the input image [7]. Advancements in artificial intelligence technology have led to the creation of 

falsified photos that are more difficult to distinguish from the original ones [8].  

Identification of digital images presents a significant challenge in the field of image forensics [9]. One method for 

identifying the source of the digital image can be performed by identifying the device used to capture the image [10]. 

This process is called image forensics. It will find the metadata of a digital image content. The metadata will provide 

information from a file [11]. Moving image segments from one location to another within the same image, called 

copy-move, allows the image to undergo changes in various characteristics such as noise, color, contrast, or other 

features of the original image [12]. The digital image verification process will determine whether the disseminated 

images have the same or different forensic traces [13].  The Forensic Similarity approach based on the Convolutional 
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Abstract  

The image manipulation process has contributed to the widespread dissemination of false information. image 

forensics can help law enforcement agencies in addressing the spread of false news or information issues through 

visual media. Forensic image identification can be conducted using various methods, including Scale Invariant 

Feature Transform (SIFT) and Forensic Similarity. This study compared two methods, SIFT and Forensic Similarity, 

for forensic image identification. The test results showed the SIFT method identified image forensics by detecting 

image similarity through calculation of the key point values of each image. The process of searching the key point 

values was performed to extract information from the image. A high key point value indicated a large amount of 

information obtained from the image extraction results. On the other hand, the Forensic Similarity method also 

performed image forensic detection by examining whether image patches shared the same forensic traces. The 

advantage of the Forensic Similarity method over the SIFT method was that Forensic Similarity was more detailed 

because it involved many processes. Thus, Forensic Similarity was able to find similarities between two image patch 

objects. Additionally, the results obtained from the Forensic Similarity method were more detailed in detecting image 

similarity by considering the key point matching value and Cosine Similarity. Several previous studies have already 

implemented the SIFT and Forensic Similarity methods for image forensics, but there was no research that directly 

compared these two methods. This is the strength of this research. However, this study only used three data samples 

from three different devices for data collection. Future research can use a larger sample size to observe the 

comparison results. 
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Neural Network can be performed by comparing two different images from two different image capture scenarios 

[14]. The advantage of this approach is that it can compare models that are not used during the system’s training phase  

[15].  

The process of detecting the match between two different images can also be done with the Scale Invariant Feature 

Transform method [16]. This method has a higher accuracy in image matching compared to other methods [17]. 

Addressing this issue above requires the application of digital forensic action. Digital forensics is an important 

instrument in identifying and solving computer-based crimes and computer-aided crimes [18]. Some ways to verify 

digital images are to check the similarity of the compared images [19]. This verification process can be carried out by 

utilizing the Forensic Similarity method [15]  and the Scale Invariant Feature Transform (SIFT) method [20].  

The process of detecting the original source of digital images can serve as crucial supporting evidence to solve the 

case of spreading false information, a challenge faced by investigators [21]. However, the process of validating digital 

evidence requires a systematic method to prove the validity of the digital evidence [22]. A method is needed to check 

or validate images that have been disseminated, the process of checking or validating images can be performed by the 

Forensic Similarity and SIFT methods. Therefore, a comparison of Forensic Similarity and SIFT methods was carried 

out in the current study for forensic image identification. The purpose of this study was to introduce a new approach 

for verification of digital by employing these two methods concurrently. The combination of these two methods would 

identify the authenticity of the image by checking the source, metadata and object compatibility of the digital image. 

Method  

To address the above issue, the author implemented several strategies to support the solution presented in this study, 

including: 

A. Literature Studies 

The current research conducted reviews on related references and literature to problems and methods used to solve 

the addressed issue. This research was highly dependent on the existence of secondary data and the successful 

acquisition of primary data. Secondary data that supported this research were previous studies that contained methods 

and objects evaluating the methods. The primary data in this study was a similar object that can test the developed 

method.  

B. Method Comparison 

The purpose of this study was to compare  the Forensic Similarity and SIFT methods for image identification carried 

out by digital forensics. The comparison of these two methods aimed to find out the advantages and disadvantages of 

conducting digital forensic image analysis of the two methods.  

• Forensic Similarity Method  

Forensic Similarity is a method to determine whether two image patches have the same or different forensic traces. 

Forensic Similarity based on the Convolutional Neural Network would also identify if two image patches were taken 

from the same or different camera models [23] [24]. However, this forensic approach differed from others in the way 

that it did not explicitly identify a particular forensic trace in an image patch, but it analyzed whether the forensic trace 

was consistent with the two image patches [25]. The main advantage of this method was that prior forensic information 

was not required to make a decision on the similarity of the forensic traces of the tested two image patches [15].  

The forensic similarity system  consisted of two elements, namely CNN-based feature extraction which mapped the 

input images to a low-dimensional feature space that encoded high-level forensic information, This phase was called 

the learning phase by training feature extraction [26] and the second was a three-layer neural network, commonly called 

a similarity network by mapping pairs of features into a score whether two image patches contained the same forensic 

footprint. This phase would train the network of similarities [27].  

  

Figure 1. Forensic Similarity System 
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• Scale Invariant Feature Transform (SIFT) Method  

Scale Invariant Feature Transformation (SIFT) is a method used for image matching and recognition [28]. This SIFT 

method was widely used in computer vision related to object recognition task [29]. It was well suited for performing 

image matching and object recognition in real-world conditions [30]. The following were the main stages of computing 

used to generate the feature set of the image [31]:  

▪ Scale-space extrema detection: It was the first stage of the computation searches for all scales and locations of the 

image. This was applied efficiently by using the Gaussian difference function to identify potential points of 

interest that were invariant to scale and orientation by using the following Equation 1: 

𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗  Ι(𝑥, 𝑦) (1) 

▪ Key point localization: At each location candidate, a detailed model was suitable for determining location and 

scale. The key points were selected based on their stability measures which can be formulated as follows Equation 

2: 

𝐷(𝑥) = 𝐷 +
𝜕𝐷𝑇

𝜕𝑥
𝑥 +

1

2
𝑥𝑇

𝜕𝑇𝐷

𝜕𝑥2
𝑥 (2) 

▪ Orientation assignment: One or more orientations were assigned to each key point location based on the direction 

of the local image gradient. All subsequent operations were performed on the transformed image data, taking into 

account the orientation, scale, and location parameters assigned to each feature, thereby ensuring invariance to 

these transformations. This process can be formulated as follows Equation 3: 

𝑚(𝑥, 𝑦) = √(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))2 + (𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))2    

𝜃(𝑥, 𝑦) = 𝑡𝑎𝑛−1((𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)) /(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)))  
(3) 

▪ Key point Descriptor: image gradient was measured at the scale selected for each keypoint. This was a 

representation that allowed for significant distortion and changes in light. This can be formulated as follows 

Equation 4:  

𝑓(𝜃, 𝑥, 𝑦) = |𝐽(𝑥, 𝑦)|𝛿(𝜃 −  𝐽(𝑥, 𝑦)) (4) 

C. Testing 

In this stage, a testing process was carried out on the collected data samples. The data samples tested were images. 

This testing process applied the Forensic Similarity and SIFT methods. The results of the testing of each of these 

methods would be analyzed and compared to the test results. In the testing process, it used Matlab tools to compare two 

methods 

 

Figure 2. Method Comparison 

D. Analysis 

After the testing process, an analysis process was conducted to find out, compare and draw conclusions from the 

results of the two methods.  

Results and Discussion  

At this stage, the test results of two methods used in this study: the object Similarity Method and the SIFT Method. 

In this testing process, tests were carried out on 3 data samples. The image data used was obtained from taking pictures 
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with three different mobile devices: Oppo A57, Oppo A87, and Samsung SM-A525F. The meta data of the image can 

be seen in Table 1. 

Table 1. Image metadata 

Device Image Name Metadata 

OPPO A57 Image1.jpg 
Image Width: 3120, Image Length : 4160, Brand: OPPO, Model: OPPO 

A57 

OPPO A87 Image2.jpg 
Image Width: 6144, Image Length: 8160, Image Brand: OPPO,  Model: 

OPPO A78 

Samsung SM-A525F Image3.jpg 
Image Width : 4624 , Image Length: 3468, Brand: Samsung , Model: SM-

A525F   

A. Application of the Scale Invariant Feature Transform (SIFT) Method 

In the application of the SIFT method applied several steps: Scale Space Extreme Detection, Localization Key point, 

Orientation Assumptions and Key point Descriptors [32] . This feature extraction process was carried out to compare 

different image descriptors to find a suitable feature.  

▪ Scale Space Extreme Detection 

In  this Scale Space Extreme process, the potential key point location from various scales was identified using the 

Gaussian function.  The images were blurred to generate multiple frames. This enabled key point extraction.  The results 

of each tested image can be seen in several blur image frames as in Figure 3.  

  

Image1 

  

Image2 

  

Image3 

 

Figure 3. Results of scale space extream 

In the Figure 3 shows the difference in the distribution of the key points from each image. The value of the keypoints 

in this process was generated by comparing each point of the image with its 26 neighboring points. It also shows 

variations in the complexity of an image. The diagram above also shows that image2 has significant The next process 

was to find the key point value of the image. variation in the complexity of its values.  

▪ Key point Localization  

The next process was to find out the key point value  of the image. A high key point value indicated greater amount 

of information that can be extracted from the image. The results of the keypoint detection  in the data sample in figure 

4 showed that image3 had a greater keypoint value  than image1 and image2.  
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Image 1  

Key points: 29,509 

Image 2  

Key points: 4,016 

Image 3  

Key points: 60,972 
 

Figure 4. Results of Keypoint Localization 

▪ Orientation Assigment  

This orientation assessment process aims to understand the dominant rotation on the keypoints. This process was to 

determine the dominant orientation around each keypoint. As shown in Figure 5, the results of the data test show that  

the most prominent key point orientation  was in image3. This is because image3 has  a highest keypoint value  so that 

there is a thickness in the graph result.  

 

Descriptors Shape: (29,509. 128) Descriptors Shape: (4,016. 128)  Descriptors Shape: (60,972.128) 

Figure 5. Orientation Assessment Results  

▪ Key point Descriptor 

The key point descriptor process  was used to identify each keypoint. This process identified the pixel intensity 

patterns around  the keypoints.  

 

Figure 6. Descriptor keypoint  results 

After the four processes above, then a feature matching process  was carried out to detect similarities from the tested 

data samples. Based on the results of the tests carried out, image 1 and image three indicated higher similarity values. 

As seen in the image, image1 and image3 had a high keypoint value of 3: 11,366 matches compared to image1 and 

image2 or image2 and image3. 
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• Matching between Image 1 

and Image 2: 1,676 matches 

• Average distance: 254.33 

• Matching between Image 1 and 

Image 3: 11,366 matches 

• Average distance: 256.71 

• Matching between Image 2 and 

Image 3: 1,750 matches 

• Average distance: 255.83 

Figure 7. Results of Feature Matching  

B. Application of Forensic Similarity Method 

In  object similarity,  mapping of image patch pairs was carried out to obtain scores that contained the same or 

different forensic trace information to make forensic decisions. This process used two CNN models, namely based 

feature extractor and three-layer neural network. There were 6 stages at this stage as follows: 

▪ Feature Extraction  

  In the Forensic Similarity, the first step was a feature extraction on the image to be sampled. Feature extraction 

aimed to identify similarities and differences in the image. Based on the graph shown in Figure 7, there is a keypoints 

which shows the variation in the size of the detected feature in the image. The angular key point indicated the orientation 

of the detected feature in the image.  

  

Figure 8. Feature Extraction Results 

From the results of the test carried out as shown in Table 2, the size of the keypoint indicates that image1 and 

image 3 have  very large keypoint and descriptor values compared to image2. This showed that the image1 and 

image3 pads have a lot of information that can be extracted. 

Table 2. Fiture Extraction results table 

Image 1 Image 2 Image 3 

Number of Keypoints: 29,509 
Descriptors Shape: (29,509.128) 

Number of Keypoints: 4.016 
Descriptors Shape: (4.016.128)  

Number of Keypoints: 60,972 
Descriptors Shape: (60,972.128) 

▪ Distance Metrics 

The Distance matrix process was to calculate the distance of each image. The process of calculating the distance of 
each of these images was carried out by calculating  the Euclidean, Manhattan, and Cosine  distances between the 
descriptors of each pair of images to obtain the average distance between the extracted features.  

 

 Figure 9. Distance Metrics Results 

From the test results conducted based on the table of 3, the smaller values show that the features of the two 

images have proximity to each other. This can be seen in the values of the Euclidean Distance in image1 and 

image3. Then the Manhattan Distance values of image1 and image2 have greater similarity because they have the 

smallest Manhattan Distance values. As for the Cosine Distance value, image2 and image3 have a greater similarity 

because the Cosine Distance value is close to 1.  

Table 3. Distance metrics results 



E-ISSN 2548-7779 ILKOM Jurnal Ilmiah Vol. 16, No. 3, December 2024, pp.321-381 377

  

 

 

 Jum’ah, et. al. (A Comparative Analysis of Forensic Similarity and Scale Invariant Feature Transform (SIFT) for Forensic 

Image Identification) 

Euclidean Distance Manhattan Distance Cosine Distance 

• Distance between Image 1 and 

Image 2: 535.8839 

• Distance between Image 1 and 

Image 3: 522.2203 

• Distance between Image 2 and 

Image 3: 539.4870 

• Distance between Image 1 and 

Image 2: 3,993.6730 

• Distance between Image 1 and 

Image 3: 4,113.4277 

• Distance between Image 2 and 

Image 3: 4,163.3037 

• Distance between Image 1 and 

Image 2: 0.5545 

• Distance between Image 1 and 

Image 3: 0.5259 

• Distance between Image 2 and 

Image 3: 0.5608 

▪ Histogram Comparison  

  

Figure 10. Histogram Comparison Results 

The histogram comparison process  was used to analyze the differences from the image through the image histogram. 

This color histogram represented the distribution of pixel intensity based on the Wana value in the image. In the 

detection of histogram comparison, there were 4 assessed components: Correlation, Chi-Square, Intersection, and 

Bhattacharyya. 

  Table 4. Chart of histogram comparison results 

Comparison between Image 1 and 

Image 2: 

Comparison between Image 1 and 

Image 3: 

Comparison between Image 2 and 

Image 3: 

• Correlation: -0.24750548829748123 

• Chi-Square: 3114823370.902912 

• Intersection: 11151496.0 

• Bhattacharyya: 

0.47656070690751823 

• Correlation: 0.27319050488938373 

• Chi-Square: 48597578.864574715 

• Intersection: 8321226.0 

• Bhattacharyya: 0.3474037420740563 

• Correlation: -0.39486202482239563 

• Chi-Square: 85084689.32834741 

• Intersection: 13502826.0 

• Bhattacharyya: 0.5524044481953799 

Correlation values  of 1 indicated identical histograms, while values of -1 indicated very different histograms. Chi-

Square values  that had lower values indicated more similar histograms, Intersection values measured overlapping 

histograms with higher values indicating similar histograms. Bhattacharyya's value measured the difference between two 

histograms with low values showing more similar histograms. 

▪ Structural Similarity Index (SSIM) 

The Structural Similarity Index (SSIM) measured the similarity between two images. SSIM values range from -1 to 

1, where a value of 1 indicated a perfect similarity between two images, while a lower value indicated more structural 

differences between images. From the results of the data and graphs obtained from the test, it can be seen that the 

comparison between image1 and image 2, as well as image2 and image3 had  a lower Structural Similarity Index value 

than image1 and image3. This shows that image1 and image3 had  a Structural Similarity Index. 

 

• SSIM between image 1 and image 2: 0.0538 

• SSIM between image 1 and image 3: 0.0613 

• SSIM between image 2 and image 3: 0.0529  

Figure 11. Results of the Structural Similarity Index (SSIM) 

▪ Keypoint Matching  

In the keypoint matching, an indication of the similarity of the two images was presented. The more the picture 

match, the more similar the images are. From the results of the test carried out, image1 and image3 has the highest 
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number of matches. This indicates that image1 and image3 have greater similarities and have greater structural 

similarities. 

 

• Number of matches between Image 1 and Image 2: 

1,676 

• Number of matches between Image 1 and Image 3: 

11,366 

• Number of matches between Image 2 and Image 3: 

1,750 

Figure 12. Keypoint Matching Results  

▪ Deep Learning-based Methods 

This process was carried out to find the value of Cosine Similarity. Cosine similarity identified similarities between 

two feature vectors extracted by the deep learning model. The Cosine similarity value ranged between -1 and 1, with 

higher values indicating greater similarity. From the results of the data testing carried out, it can be concluded that the 

Cosine similarity between image1 and image3 had the largest value. This shows that image1 and image3 had greater 

similarities in their extracted features. 

 

• Cosine similarity between Image 1 and Image 2: 0.1447 

• Cosine similarity between Image 1 and Image 3: 0.3671 

• Cosine similarity between Image 2 and Image 3: 0.1765 

Figure 13. Results of Deep Learning-based Methods 

C. Analysis 

Based on the results of testing data samples using the SIFT method and  the Forensic Similarity Method , forensic 

images can be applied to forensic images by looking for similarities of image objects. In the SIFT  method, the process 

of detecting similarities in forensic images can be carried out in 4 stages: scale space extreme, localization key points, 

orientation assessment, and key point descriptor. The process was conducted by using a Gaussian function on the image 

by turning the image into blur in several frames. This was to find the keypoint value  of each image.  This keypoint 

search process was carried out to extract information in the image. The higher the keypoint value  of an image, the more 

information is in the image. Next, the orientation assessment process  was carried out to search for the most prominent 

key point orientation from the existing data sample and lastly a descriptor key point process  was carried out to identify 

each key point value  based on the pixel intensity pattern around the keypoint.   

Meanwhile, in the object similarity method there were 6 stages to detect the similarity of the image object: feature 

extraction, distance metrics, histogram comparison, Structural Similarity Index (SSIM), key point matching and Deep 

Learning-based methods. The feature extraction process was carried out to identify the features in the image to detect 

similarities. This process looked for variations in feature size by measuring the size of keypoints and the angle  of 

keypoints. Next, a distance matrix process was carried out to calculate the average distance between the extracted 

features by searching for Euclidean, Manhattan, and Cosine values. Furthermore, the histogram comparison process 

was conducted for the analysis of pixel intensity distribution based on Wana values. The process was carried out through  

Correlation, Chi-Square, Intersection, and Bhattacharyya analyses for the similarity detection. The Structural Similarity 

Index (SSIM) process was also employed to measure the similarity between two images based on the SSIM values. A 

value of 1 indicated an identical histogram, while a value of -1 indicated a very different histogram. The keypoint 

matching  process was also carried out to identify the number of keypoints in the image.  The high keypoint values  of 

the two images indicated the similarity of the images. The last step taken was Deep Learning-based Methods to find  

the Cosine Similarity value  where the higher value indicated greater similarity between two images. 
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Conclusion 

This study aimed to compare two methods in forensic image identification. The results showed that these two 

methods can be utilized for the forensic image process. The SIFT method performs forensic image identification by 

detecting the similarity of images by calculating the key point value of each image. The search process for this 

keypoint was carried out to obtain image extraction.  A high keypoint value indicates the high amount of information 

obtained from image extraction. Meanwhile, the Similarity Forensic Method also detects forensic images by looking 

at image patches to see if they have the same forensic traces. The advantage of the Forensic Similarity method 

compared to the SIFT method is that Forensic Similarity produces more detailed than SIFT because its process 

involves many processes so that it can identify similarities between two image patch objects. In addition, the results 

obtained from the Forensic Similarity method  are more detailed in detecting image similarity by looking at the 

keypoint matching and Cosine Similarity values. Several previous studies have been conducted in the implementation 

of SIFT and Forensic Similarity methods for image forensics, but there has been no research that directly compares 

these two methods. This is the uniqueness of this research. However, this study only used three data samples from 

three different devices for data collection. For the development of future research, many data samples can be used to 

see the results of comparison and testing with actual forensic scenarios. 
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