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Introduction 

Technological advancements have significantly transformed the tourism industry, changing how people plan and 

experience their trips. In the past, travelers relied on guidebooks or personal recommendations, but today they face an 

overwhelming volume of information from various online platforms [1]. This abundance of choices often causes 

confusion and makes it difficult for tourists to identify destinations that truly match their preferences. In Indonesia is 

an archipelagic nation rich in natural and cultural attractions [2]. These challenges become even more evident due to 

the wide variety of destinations available. 

Recommendation systems play a crucial role in addressing this issue by simplifying the search process and 

supporting personalized travel planning [3]. Personalization is particularly important to ensure that recommendations 

are relevant to individual needs and characteristics, thereby improving efficiency and user satisfaction [4]. However, 

existing approaches often rely on literal keyword matching or conventional similarity measures, which are limited in 

capturing the deeper semantic context of user queries and destination descriptions. As a result, many current systems 

struggle to deliver accurate and personalized recommendations. 

Previous studies have attempted to enhance recommendation systems by incorporating semantic aspects. For 

example, Türkel applied user-weighted cosine similarity to improve tour package recommendations [5], while 

Chalkiadakis  introduced a hybrid approach that combined hierarchical and non-hierarchical semantic similarities [6]. 

Although these studies achieved promising results, they are not fully optimized for the Indonesian language and 

cultural context. This reveals a research gap, as existing methods have not effectively integrated semantic and lexical 

understanding for tourism destination recommendations in Indonesia. 

Research Article       Open Access (CC–BY-SA) 

Abstract 

The rapid development of information technology has transformed various sectors, including tourism, where recommendation 

systems play a vital role in providing personalized services. Tourists are often faced with a wide range of destination choices, 

making decision-making increasingly complex. To address this, Artificial Intelligence (AI) and Natural Language Processing 

(NLP) can be leveraged to enhance recommendation accuracy through deeper analysis of destination descriptions. This study 

proposes a tourism destination recommendation system combining IndoBERT, SimCSE, and TF-IDF methods. IndoBERT was 

applied to capture semantic and contextual meaning in the Indonesian language, SimCSE improved sentence-level embeddings, 

and TF-IDF extracted essential keywords from descriptions. The system was implemented on a website to generate personalized 

recommendations based on user input. Evaluation results demonstrated that the composition of IndoBERT and TF-IDF achieved 

strong performance, with precision, recall, and F1-score values of 1.0 at a similarity threshold of 0.20. However, higher thresholds 

reduced recall and F1-score, indicating that a lower threshold provided a better balance between accuracy and coverage. The 

recommendation outputs matched user preferences, and functional testing showed that all website features performed 

successfully. These findings highlight the effectiveness of combining semantic and keyword-based methods for tourism 

recommendation. Future work could expand the dataset, integrate user feedback, and benchmark against other state-of-the-art 

models to further enhance system performance. 
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To address this gap, this study proposes a tourism destination recommendation system that integrates the 

IndoBERT model trained with the SimCSE (Simple Contrastive Sentence Embedding) method and the TF-IDF (Term 

Frequency-Inverse Document Frequency) approach. IndoBERT ensures accurate comprehension of Indonesian 

linguistic and cultural context, while SimCSE enhances semantic sentence representation. At the same time, TF-IDF 

captures literal keyword relevance, enabling a balance between semantic and lexical similarity. The novelty of this 

research lies in combining these methods into a hybrid model, while its contribution is to provide more precise and 

personalized tourism destination recommendations tailored to the Indonesian context. 

Method  

The method used in this study was CRISP-DM, which was a standard framework for developing data mining 

models [7], [8]. CRISP-DM had several stages for developing data mining models, namely Business Understanding, 

Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment [9], [10]. The purpose of this study 

was to implement tourism recommendation system in Indonesia based on deep learning using a composition between 

IndoBERT and TF-IDF, where Figure 1 showed the study stages. 

 

Figure 1. Methodology of Study 

A. Business Understanding 

The business understanding stage was used to explain the business objectives to be achieved from this study [11], 

[12]. The common problem faced by tourists was the difficulty in finding destination in Indonesia that matched 

personal preferences [13], [14]. Based on this problem, the analysis developed a tourism destination recommendation 

system in the country that was relevant to user input. Recommendation provided need to be accurate and relevant to 

the input given by the user, helping user in selecting tourism destination in Indonesia.  

B. Data Understanding 

The data understanding stage was used to identify and collect datasets [15], [16], [17]. This study used a dataset 

obtained from Kaggle, called Indonesia Tourism Destination. The available data included 437 tourism destination in 

Indonesia, as shown in Figure 2. 

 

Figure 2. Dataset 

The dataset used included five tourism destination cities, namely, Yogyakarta, Jakarta, Bandung, Semarang, and 

Surabaya. These destinations were also categorized six tourism categories, such as amusement parks, cultural 

attractions, nature reserves, marine attractions, places of worship, and shopping centers. Figure 3 showed the 

distribution of tourism destination by city and tourism category. 
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Figure 3. Destination Distribution by City and Tourism Category 

Figure 3 showed the distribution of tourism destinations in Indonesia based on category and city. Amusement 

parks, cultural tourism, and nature reserves dominate the dataset, while maritime tourism, places of worship, and 

shopping centers appear less frequently. Yogyakarta and Bandung have the highest number of destinations, followed 

by Jakarta, Semarang, and Surabaya. This study focuses on these five cities and six main tourism categories to ensure 

a representative and diverse dataset for the recommendation system. 

C. Data Preparation 

The data preparation stage was used to prepare the dataset, making it ready for use by machine learning algorithms 

[18], [19], [20]. The dataset consisted of 13 columns, namely, Place_Id, Place_Name, Description, Category, City, 

Price, Rating, Time_Minutes, Coordinate, Lat, Long, Unnamed:11, and Unnamed:12, as shown in Table 1. In this 

data preparation stage, unused columns were deleted, namely Time_Minutes, Coordinate, Lat, Long, Unnamed:11, 

and Unnamed:12. 

Table 1. Dataset Feature 

Column Data Type Explanation 

Place_Id Int64 Unique ID for each tourism destination 

Place_Name Object Name of tourism destination 

Description Object Text description of tourism destination 

Category Object Category of tourism 

City Object City of tourism destination 

Price Int64 Entrance ticket price 

Rating Float64 Rating value from tourists 

Table 1 showed the features of the dataset, which consisted of only seven columns, as the categorical features were 

Place_Name, Description, Category, and City. Additionally, the numeric features were Price as well as Rating, and the 

unique ID feature was Place_ID 

D. Modeling 

The data modeling stage was used to select, train, and evaluate machine learning algorithms [21], [22]. The 

training process used the IndoBERT model to generate word embedding that was used as sentence embedding. Figure 

4 showed the modeling stages conducted during the process of this study. 

 

Figure 4. Flow of Modeling 

Figure 4 illustrates the workflow of the IndoBERT modeling process for generating embeddings of tourism 

destination descriptions. The process begins with importing the training dataset and reading the tourism destination 
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dataset. Next, the dataset is set up and preprocessed into the required format. During the training stage, the 

indobenchmark/IndoBERT-base-p1 model was fine-tuned using the Sentence Transformers framework. The 

optimization applied the MultipleNegativeRankingLoss, where positive sentence pairs are encouraged to have higher 

similarity, while negative pairs are pushed further apart. The similarity between sentence embeddings was measured 

using cosine similarity, defined as: 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑢, 𝑣) =  
𝑢. 𝑣

‖𝑢‖ ‖𝑣‖
 (1) 

where 𝑢 and 𝑣 are embedding vectors of two sentences. After the training process, the fine-tuned IndoBERT model 

generated vector representations of the tourism destination descriptions. The sentences were first tokenized, processed 

through IndoBERT, and then pooled into fixed-length embeddings. Finally, the embeddings were stored in a NumPy 

array (.npy format), which was later used in the recommendation phase to compute similarity between user preferences 

and tourism destination descriptions. 

E. Evaluation 

The evaluation stage was used to determine the performance and suitability of the model that had been built in the 

modeling stage [23], [24], [25]. The evaluation conducted in this study aimed to determine the similarity value using 

cosine similarity, precision, recall, and F1-score. The calculation of the similarity value was performed on the results 

of the numerical representation of the user input and the encoded description [26], [27]. Furthermore, the description 

encoding methods used were fine-tuned IndoBERT, TF-DF, and the composition of IndoBERT with TF-IDF. Figure 

5 showed the evaluation stages that was conducted in this study. 

 

Figure 5. Flow of Evaluation 

The evaluation process began with importing and reading the tourism destination dataset. For the IndoBERT 

pathway, the system loaded the trained embedding descriptions, then encoded user input with IndoBERT, and 

calculated cosine similarity between user input and embedding descriptions to capture semantic and contextual 

meaning. In the TF-IDF pathway, both destination descriptions and user input were encoded into numeric vectors 

using TF-IDF, and cosine similarity was calculated to identify literal keyword-based similarities. 

After both similarity values were obtained, the results from IndoBERT and TF-IDF were combined through a 

weighted composition, allowing the model to integrate semantic context with keyword-level matching. The combined 

similarity values were then evaluated using standard performance metrics, including precision, recall, and F1-score, 

to measure the accuracy and effectiveness of the recommendation results. This approach ensured that the system was 

capable of producing recommendations that were both contextually relevant and quantitatively validated. 

F. Deployment 

The deployment stage was used to implement the model that had been built and conduct trials [7], [28]. 

Recommendation system implementation was conducted on a website-based application. During the process, the 

deployment results were tested using Black Box Testing. The website design was presented using a wireframe, as 

shown in Figure 6. 

Figure 6 showed the website layout, which was divided into the home page, namely tourism destination, and 

travel personalization. The home page showed a list of tourism destination options as it pages allowed user to search 

for various destination. The travel personalization page enabled user to personalize tourism destination selections. In 

addition, user input text on the travel personalization page to receive recommended tourism destination modified to 

personal preferences. 
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Figure 6. Website Design 

Results and Discussion  

The result was recommendation system website that used a combination of the IndoBERT and TF-IDF methods. 

The formation of recommendation website went through the modeling, evaluation, and deployment stages. The 

outcomes of the modeling stage included training loss values and description embedding storage. The evaluation stage 

produced cosine similarity values of the IndoBERT method, TF-IDF, and the composition of IndoBERT with TF-IDF. 

The deployment stage led to the appearance of tourism destination recommendation system website in Indonesia and 

the outcomes of the website trial. 

A. Modeling Results 

During the analysis, the IndoBERT model was trained over 25 epochs, with the learning rate gradually increased 

from 0 to a maximum value. To define the training objective, a tuple list was formed, where the train_data loader 

supplied the training data batches, train_loss served as the loss function, and the batch_size was set to 8. The results of 

the model training obtained during the process were shown in Figure 7. 

 

Figure 7. Result of Modelling Training 

Figure 7 showed the training results at step 500 and step 1000. At step 500, the training loss value was 0.005500, 

and at step 1000, the training loss value was 0.000200. This loss value was relatively small, signifying that the model 

had begun to learn from the training data. At step 1000, the loss value dropped significantly, as this decrease in the loss 

value showed that the model was improving at predicting the training data, and the resulting error was getting minimal. 

During the analysis, the encoding process was performed after the model training procedure, and the 

SentenceTransformer library was used to generate sentence embedding. The results of the descriptive sentence 

embedding were shown in Figure 8, and then the sentence embedding results were saved. 

Figure 8 showed the embedding results of descriptive sentences consisting of 470 descriptions and having an 

embedding dimension of 768, as all the results were stored in the description_embedding.npy file. The description 

embedding file would be used to generate the semantic embedding of travel descriptions. 
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Figure 8. Result of Description Embedding 

B. Evaluation Results 

The evaluation was conducted by examining the cosine similarity results of the IndoBERT, TF-IDF, and IndoBERT 

combined with TF-IDF methods. The steps taken to determine the IndoBERT cosine value included encoding user input 

using the IndoBERT method, then finding the semantic similarity value of sentences by applying cosine similarity from 

the descriptive sentence embedding results in the dataset with the descriptive embedding. The IndoBERT cosine 

similarity values were shown in Table 2. 

Table 2. The Highest Cosine Similarity Value of IndoBERT 

Place_Name Rating Description Cosine Similarity 

Kyotoku Floating Market 4.5 
Kyoutoku Floating Market Bandung, sebuah 
wisata … 

0.407059 

Kawasan Wisata 
Sosrowijayan 

4.0 
Tempat wisata Sosrowijayan memang selama ini 
…. 

0.361653 

Pantai Greweng 4.6 
Di Kabupater Gunungkidul, tidak sulit memilih 
…. 

0.354918 

The Great Asia Afrika 4.4 
Kota Bandung tampaknya tidak pernah kehabisan 
…. 

0.354304 

Chingu Café Little Seoul 4.5 
Selain popular karena memiliki pemandangan 
yang … 

0.345106 

Table 2 showed the highest cosine similarity value, 0.407059, for tourism destination Kyotoku Floating Market. 

The high cosine similarity value signified that the embedding of the user input sentence and the description were 

similar. The IndoBERT method had a high cosine similarity because it was able to capture syntactic and semantic 

information, including nuances of meaning as well as relationships between words. Furthermore, the process steps to 

determine the TF-IDF cosine value included encoding the description as well as user input with the TF-IDF method, 

and then calculating the cosine similarity. The TF-IDF cosine similarity value analyzed during the process was shown 

in Table 3. 

Table 3. The Highest Cosine Similarity Value of TF-IDF 

Place_Name Rating Description Cosine Similarity 

Puncak Kebun Buah 

Mangunan 
4.6 Berlibur di pegunungan memang menyenangkan … 0.202009 

Pantai Nglambor 4.4 Pantai Nglambor adalah sebuah pantai eksotis … 0.187289 

Museum Mpu Tantular 4.4 
Museum Negeri Mpu Tantular adalah sebuah 

museum .... 
0.180255 

Museum Tengah Kebun 4.6 Museum di Tengah Kebun adalah sebuah museum …. 0.178223 

Kyotoku Floating Market 4.5 
Kyoutoku Floating Market Bandung, sebuah wisata 
… 

0.170649 

Table 3 showed the highest cosine similarity value, 0.202009, with the name Puncak Kebun Buah Mangunan as 

tourism destination. The cosine similarity value of the TF-IDF method was lower compared to the IndoBERT method 

because the TF-IDF method only captured literal similarities based on the words that appeared, without grasping the 

semantic meaning and context of the sentence. Subsequently, a composition of the IndoBERT and TF-IDF methods 

was conducted by combining the two methods. The results of the cosine similarity values from the IndoBERT and TF-

IDF methods were shown in Table 4. 
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Table 4. The Highest Cosine Similarity Value of IndoBERT & TF-IDF Composition 

Place_Name Rating Description Cosine Similarity 

Kyotoku Floating Market 4.5 
Kyoutoku Floating Market Bandung, sebuah wisata 

… 
0.288854 

Puncak Kebun Buah 

Mangunan 
4.6 Berlibur di pegunungan memang menyenangkan … 0.261163 

Chingu Café Little Seoul 4.5 
Selain popular karena memiliki pemandangan yang 

… 
0.256293 

Wisata Kaliurang 4.4 Jogja selalu menarik untuk dikulik, terlebih …. 0.235503 

The Great Asia Africa 4.4 Kota Bandung tampaknya tidak pernah kehabisan …. 0.232910 

Table 4 showed the highest cosine similarity value, 0.288854, for tourism destination Kyotoku Floating Market. 

The average cosine similarity value was between the IndoBERT and TF-IDF cosine similarity results. This was because 

the IndoBERT and TF-IDF composition methods captured semantic meaning as well as context in sentences, and also 

captured literal similarities based on the words that appeared. To ensure a more rigorous evaluation, quantitative metrics 

were calculated based on cosine similarity thresholds of IndoBert & TF-IDF Composition. To ensure a more rigorous 

evaluation, quantitative metrics were calculated based on cosine similarity thresholds of IndoBERT & TF-IDF 

composition. The threshold values could be determined and varied to control the trade-off between precision and recall, 

allowing the system to balance accuracy and coverage in recommendations. Previous studies have also applied different 

similarity thresholds to optimize retrieval and classification tasks depending on the dataset characteristics and 

evaluation goals [29], [30]. 

Table 5. The Precision, Recall, and F1-Score of IndoBERT & TF-IDF Composition 

Threshold Precision Recall F1-Score 

0.20 1.0 1.0 1.0 

0.25 1.0 0.6 0.75 

0.27 1.0 0.2 0.333 

0.30 0 0 0 

 Table 5 show the threshold of 0.20, the system achieved precision, recall, and F1-score values of 1.0, indicating 

that all recommended destinations were relevant and correctly retrieved. When the threshold was increased to 0.25, the 

precision remained at 1.0, but recall dropped to 0.6 with an F1-score of 0.75, as fewer destinations met the stricter 

similarity criterion. At a threshold of 0.27, only one destination was retrieved, resulting in a recall of 0.2 and an F1-

score of 0.333, while at 0.30 or higher, no recommendations were produced. These results highlight that a threshold of 

0.20 provides the best balance between recall and precision, ensuring that the recommendation system remains both 

accurate and comprehensive. 

After obtaining the cosine similarity values from the IndoBERT and TF-IDF methods, the highest value was used 

to generate recommendation, which were then returned in JSON format. An API was created using the POST method 

to obtain user input in the form of a user description. During the process, postman was used as an application to perform 

hits on the created API URL. Figure 9 showed an example of the results of recommendation API using Postman. 

 

Figure 9. Example of Tourism Destination Recommendation Result 
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Figure 9 showed an example of tourism destination recommendation in JSON format as the results were references 

that matched user input. The JSON recommendation included the city name, tourism destination description, name, and 

rating. 

C. Deployment Results 

The deployment results represented the implementation of the user interface designed in Figure 6. The website 

consisted of a home page, tourism destination, and travel personalization. The home page contained tourism destination 

information, such as the total number of destination, travel categories, and the locations of tourism destination that 

could be visited, shown in Figure 10. 

 

Figure 10. Home Page of Website 

Figure 10 showed a home page where user could view popular tourism destination and images of the places. User 

was also able to search for tourism destination based on personal preferences using tourism destination page in Figure 

11. 

 

Figure 11. Page of Tourism Destination 
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In Figure 11, there was tourism destination page that user could use to search for destination based on personal 

preferences. When the user inputted the name as well as description of tourism destination, the rating appeared based 

on the input of user. In addition, user could also receive tourism destination recommendation from the travel 

personalization page in Figure 12. 

 

Figure 12. Page of Travel Personalization 

Figure 12 showed a travel personalization page that the user could use to get tourism destination recommendation 

based on words or phrases inputted. The words or phrases were not names of tourist destination, as recommendation 

system matched the inputted sentence with the corresponding destination. This recommendation system implemented 

the IndoBERT and TF-IDF composition methods during the process. 

D. Testing Results 

The website was tested using the Black Box Testing method as it was applied to determine how all features were 

functioning properly. The test results included user testing, expected results, and a description of the results. Table 5 

showed the results of the website test using the Black Box Testing method. 

Table 6. Website Testing Result using Black Box Testing 

Features Testing Result Expected results Description 

Home Page User opens the 

home page 

The home page displays destination options, the total 

number of destination, destination categories, and 
destination locations. 

Success 

Tourism 
Destination Page 

User opens tourism 
destination page 

Tourism destination page displays a list of available 
destination. 

Success 

Travel 
Personalization 

Page 

User inputs tourism 
characteristics and 

clicks 

recommendation 

button 

The travel personalization page displays input fields, 
recommendation buttons, and a list of processed travel 

recommendation. 

Success 

The website testing conducted in Table 6 showed that all page’s function properly. Recommendation provided on 

the personalization page also successfully signified recommendation based on the travel characteristics entered by the 

user. 

Conclusion  

In conclusion, this study demonstrated that the composition of IndoBERT and TF-IDF methods was effective in 

generating tourism recommendations. The evaluation results showed that at a cosine similarity threshold of 0.20, the 

system achieved precision, recall, and F1-score values of 1.0, indicating optimal performance in retrieving relevant 

destinations. At higher thresholds (e.g., 0.25 and 0.27), recall and F1-score values decreased, suggesting that a lower 

threshold provides a better balance between accuracy and coverage. Furthermore, the developed website-based 

recommendation system successfully delivered outputs consistent with user input, and all features functioned properly 

as confirmed through Black Box Testing. For future work, this system could be expanded by incorporating larger and 
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more diverse datasets, integrating user feedback for adaptive learning, and comparing performance with other state-

of-the-art models to further enhance recommendation quality 
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