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Introduction 
Many types of agricultural crops require best quality seeds. Indonesian people could maximize the national soil 

quality by utilizing the potential of agricultural plant nurseries [1]. In short, nurseries are managed and developed in 

order to produce best quality seeds so that they can  grow well and produce abundant production, also these seeds 

can be marketed to farmers or consumers in all regions in Indonesia [2][3]. With so many types of plants that can be 

managed in the fertile Indonesian soil, samples of the type of plants that are most in demand by farmers or 

consumers can be taken. This type of grouping can be divided into several parts, namely areas with high, decent, and 

low interest. 

In the process of grouping the data in machine learning, there are several clustering algorithms to use, such as the 

K-Means algorithm [4] and K-Medoid [5]. In this research, the author applies K-Means algorithm to classify data on 

favorable areas of certain plant seeds in East Aceh. Clustering is a process of grouping data and looking for data that 

has a characteristically similar between one data and the others [6][7]. The purpose of this method is to minimize the 

objective function in the process rules for grouping favorable areas of certain plant seeds. 

Several previous research related to the K-Means algorithm, such as the research conducted by Mustofa [8], 

applied K-Means to the characters in multiplayer online battle arena game. In the research conducted by Sujacka[9], 

analyzed the performance of k-means with the Davies Bouldin Index combined with Purity algorithm. Rozzi, et. al 

[10] in his research applying K-Means in classifying motorcycle data. Hajar [11], in his research applying K-Means 

to the palm oil export processing according to the target country. Irnanda [12], applied K-Means to find out the 

proportion of individuals who had ICT skills based on the specified area. 

Based on the previous research, the focus of this research is to apply K-Means algorithm in the clustering system 

of favorable areas of certain plant seeds in East Aceh. 

 

Method  
K-Means method that used in the clustering system of areas of interest for certain plant seeds in East Aceh in this 

research has several steps which can be seen in Figure 1. 

 

Research Article       Open Access (CC–BY-SA) 

Abstract 

East Aceh consists of many regions and it has different types of plants. Clustering process is necessary to find the most 

favorable area for certain plants. This research employed k-means algorithm to categorize the obtained data. The data was 

obtained from Dinas Peranian Tanaman Pangan dan Hortikultura (Department of Food Crops and Horticulture) of East Aceh. 

The result of the research showed that the iteration number of the data in 2015-2019 was 8, 7,6,4,3 times in each commodity. 

The test showed areas where seeds were favorable divided into three: high interest, decent interest, and low interest. The system 

in this study was developed with web base using PHP programming language.  



236 ILKOM Jurnal Ilmiah Vol. 13, No. 3, December 2021, pp. 235-243 E-ISSN 2548-7779 
  

 

 

Dinata, et. al. (K-means algorithm for clustering system of certain plant seeds specialization areas in east aceh) 

 
 

Figure1. Research Flow 

 

The steps of this research process based on the picture above are as follow: 

1. Inputting the dataset.  

The data used in this research are regional and plant species data obtained from Dinas Pertanian Tanaman  Pangan 

dan Hortikultura (Department of Food Crops and Horticulture), East Aceh Regency. 

2. Determining the number of clusters.  

The number of clusters in this research are 3 clusters. 

3. Determining the initial centroid. 

4. Calculating the distance using the Euclidean distance. The formula for Euclidean distance is [13][14]: 

  

𝑑(𝑥𝑖, 𝜇𝑗) = √∑ (𝑥𝑖 − 𝜇𝑗)2n

i=1
      (1) 

 

Where xi is the criterion data, and µj is the centroid of the js cluster. 

5. Create a new centroid update from the cluster average results, with the formula [15]: 

 

𝜇𝑗(𝑡 + 1) =
1

𝑁𝑠𝑗
∑ 𝑥𝑗             𝑗∈𝑠𝑗         (2) 

 

Where xi is the criterion data, and µj is the centroid of the js cluster.  In order for the system to run as expected, 

the authors collect data on surveyed plants in each sub-district by the Dinas Pertanian Tanaman Pangan dan 

Hortikultura in East Aceh Regency. Specifically the data obtained from the following survey: 

1. Data on sales results were obtained from 2015 to 2019, they are types of plant, land area and seed in needs. 

2. The cluster was divided into 3 clusters: high, decent, and low interest. 

3. The initial centroid determination was determined randomly. 
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Results and Discussion  
A. Research Dataset 

This research used the data consisting of 24 sub-districts, data on plant types with 5 commodities per year from 

2015-2019. The data were obtained from Dinas Pertanian Tanaman Pangan dan Hortikultura in East Aceh Regency. 

 

1) Criteria of Data 

The criteria data can be seen in Table 1. 

 

Table 1. Criteria of Data 

No Criteria Code Criteria (Unit) 

1 X1 Plant Area (Ha) 

2 X2 Harvest Area (Ha) 

3 X3 Production (Ha) 

4 X4 Productivity (Ton/Ha) 

5 X5 Seed in Needs (Kg) 

 
 Based on table 1, in this research there are 5 criteria: X1 as planting area, X2 as harvested area, X3 as 

production, X4 as productivity and X5 as seeds in needs. 

 

2) Rice Intensification Dataset 

 The dataset of Rice Intensifications consists from 2015 to 2019. Table 2 is the dataset of Rice Intensifications 

dataset in 2019.  

 

Table 2. Rice Intensifications Dataset in 2019 

No. Area X1 X2 X3 X4 X5 

1 Serbajadi 1221 1425 6.983 4,90 30525 

2 Simpang Jernih 122 380 1.778 4,68 3050 

3 Peunaron 2098 1763 10.049 5,70 52450 

4 Birem Bayeun 2252 2770 15.512 5,60 56300 

5 Rantau Selamat 917 774 3.715 4,80 22925 

. . . . . . . 

. . . . . . . 

. . . . . . . 

23 Simpang Ulim 3710 3524 24.915 7,07 92750 

24 Madat 5706 5253 37.191 7,08 142650 

 

 

3)  Corn Intensification Dataset 

Table 3 is the Corn Intensifications dataset in 2019. 

 

Table 3. Corn Intensification Dataset in 2019 

No. Area X1 X2 X3 X4 X5 

1 Serbajadi 969 337 1.769 5,25 19380 

2 Simpang Jernih 10 2 8 3,80 200 

3 Peunaron 1133 281 1.503 5,35 22660 

4 Birem Bayeun 62 37 192 5,20 1240 

5 Rantau Selamat 51 10 42 4,15 1020 

. . . . . . . 

. . . . . . . 

. . . . . . . 

23 Simpang Ulim 55 15 62 4,10 1100 
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No. Area X1 X2 X3 X4 X5 

24 Madat 75 1 4 3,85 1500 

 

4) Soybean Intensification Dataset 

 Table 4 is the Soybean Intensifications dataset in 2019. 

 

Table 4. Soybean Intensification Dataset in 2019 

No. Area X1 X2 X3 X4 X5 

1 Serbajadi 600 1000 1.540 1,54 21000 

2 Simpang Jernih 30 30 44 1,45 1050 

3 Peunaron 1424 720 1.138 1,58 49840 

4 Birem Bayeun 170 150 216 1,44 5950 

5 Rantau Selamat 70 90 137 1,52 2450 

. . . . . . . 

. . . . . . . 

. . . . . . . 

23 Simpang Ulim 25 30 47 1,58 875 

24 Madat 35 35 58 1,67 1225 

 

5) Chili Intensification Dataset 

Table 5 is the Chili Intensifications dataset in 2019. 
 

Table 5. Chili Intensification Dataset in 2019 

No. Area X1 X2 X3 X4 X5 

1 Serbajadi 8 10 368 36,80 32 

2 Simpang Jernih 5 6 201 33,50 20 

3 Peunaron 6 10 318 31,80 24 

4 Birem Bayeun 14 10 320 32,00 56 

5 Rantau Selamat 7 5 194 38,80 28 

. . . . . . . 

. . . . . . . 

. . . . . . . 

23 Simpang Ulim 5 5 146 29,20 20 

24 Madat 12 10 325 32,50 48 

 

 

6) Cayenne Pepper Intensification Dataset 

 Table 6 is the Cayenne Pepper dataset in 2019. 

 

Table 6. Cayenne Pepper Intensification Dataset In 2019 

No. Area X1 X2 X3 X4 X5 

1 Serbajadi 4 5 73 14,60 12 

2 Simpang Jernih 6 2 98 49,00 18 

3 Peunaron 10 13 396 30,46 30 

4 Birem Bayeun 4 8 291 36,38 12 

5 Rantau Selamat 1 1 1 1,00 3 

. . . . . . . 

. . . . . . . 

. . . . . . . 

23 Simpang Ulim 1 1 1 1,00 3 
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No. Area X1 X2 X3 X4 X5 

24 Madat 2 1 36 36,00 6 

 

B. K-Means Calculation 

1)  Determining the Initial Centroid 

  The determining the initial centroid on each commodity can be seen in Table 7. 

 
Table 7. The Determine of Initial Centroid 

Commodity Initial centroid as the data- 

Rice 5, 11, 17 

Corn 5, 11, 17 

Soybean 5, 11, 17 

Chili 5, 11, 17 

Cayenne Pepper 5, 11, 17 

 
2) K-Means Calculation in Rice Commodity 

 The initial centroid values for rice commodity are described in Table 8. 
 

Table 8. Initial Centroid Value in Rice Commodity 

Data - X1 X2 X3 X4 X5 

5 917 774 3.715 4,80 22925 

11 1366 1184 6.062 5,12 34150 

17 2041 1841 9.481 5,15 51025 

 
3) Calculating distance Value with Euclidean Distance 

 To perform the clustering process on the obtained data that is to calculate the distance equation using the 

Euclidean distance method. The calculation of the distance from the first data with the first centroid: 

 

𝑑(1.5)  = √(1221-917)2 +(1425-774)2+(6983-3715)2+ (4,90-4,80)2 + (30525-22925)2 =  8303,701964. 

 

 The calculation of the distance from the first data with the second centroid: 

 

𝑑(1.11) = √(1221-1366)2 + (1425-1184)2 + (6983-6062)2 + (4,90-5,12)2 + (30525-34150)2  =  3750,587157. 

 

 The calculation of the distance from the first data with the third centroid: 

 

𝑑(1.17) = √(1221-2041)2 + (1425-1841)2 + (6983-9481)2 + (4,90-5,15)2 + (30525-51025)2  =  20672,17231. 

 
 After calculating all the data, it will provide the closest distance and cluster group for each data as shown in 

Table 9. 

  
Table 9. Closest Distance Value and Cluster Group 

Area C1 C2 C3 Closest Distance Cluster 

Serbajadi 8303,70 3750,587157 20672,17231 3750,587157 2 

Simpang Jernih 19988,84 31428,55177 48649,25554 19988,8489 1 

Peunaron 30236,01 18752,53033 1537,050912 1537,050912 3 

Birem Bayeun 35479,87 24150,02858 8068,725979 8068,725979 3 

Rantau Selamat 0 11483,82218 28727,30486 0 1 

Sungai Raya 8639,3 3077,697326 20178,75558 3077,697326 2 

Peureulak 142276,49 130794,1914 113555,9393 113555,9393 3 

    

4) Calculating a new centroid 
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 The new centroid value calculation process conducted by adding up all the values in each of the same clusters 

and dividing it by the amount of data in the clusters. The new centroid values can be seen in Table 10. 
 

Table10. New Centroid Value (2nd Iterations) 

Centroid X1 X2 X3 X4 X5 

C1 694,50 664,17 3457,25 5,04 17362,50 

C2 1370,43 1294,14 6917,06 5,33 34260,71 

C3 3360,18 3136,18 18923,16 5,94 84004,55 

 
5) Comparing the Value of the New centroid with the previous Centroid  

 After the new centroid is calculated, the next step is to compare it with the previous centroid, if the value is 

the same then the iteration process is stopped. Besides, if the values are not the same, then step 2 to step 5 is 

repeated. Table 11 describes the values of the new centroids. 

   
  Table11. New Centroid Value (3rd Iterations)  

Centroid X1 X2 X3 X4 X5 

C1 609,6 591,4 2983,0 4,9 15240,0 

C2 1633,9 1554,8 8534,8 5,5 40848,1 

C3 4405,5 4062,2 25241,9 6,2 110137,5 

 
Table 11 shows the new centroid values in the 3rd iteration process. The centroid value for the 4th iteration 

process can be seen in Table 12. 

 

Table12. New Centroid Value (4th Iterations) 

Centroid X1 X2 X3 X4 X5 

C1 694,5 664,2 3457,3 5,0 17362,5 

C2 1739,9 1650,8 9276,9 5,5 43498,1 

C3 4787,2 4419,4 27194,9 6,1 119680,0 

 

The following is the new centroid value for the 5th iteration process can be seen in Table 13. 
   

Table 13. New Centroid Value (6th Iterations) 

Centroid X1 X2 X3 X4 X5 

C1 768,0 717,0 3790,6 5,1 19200,0 

C2 1784,2 1702,2 9567,5 5,5 44604,2 

C3 4787,2 4419,4 27194,9 6,1 119680,0 

 

Table 14. New Centroid Value (6th Iterations) 

Centroid X1 X2 X3 X4 X5 

C1 871,2 858,3 4440,0 5,1 21780,6 

C2 1894,5 1772,0 10138,4 5,7 47362,5 

C3 4787,2 4419,4 27194,9 6,1 119680,0 

 

Table 14 shows the new centroid values in the 6th iteration process. The new centroid value for the 7th iteration 

process can be seen in Table 15. 

 
Table 15. New Centroid Value (7th Iterations) 

Centroid X1 X2 X3 X4 X5 

C1 960,1 921,2 4780,2 5,1 24002,3 

C2 2028,1 1914,0 11095,1 5,8 50703,1 

C3 4787,2 4419,4 27194,9 6,1 119680,0 
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The following is the new centroid values for the 8th iteration process, it can be seen in Table 16. 

 
Table 16. New Centroid Value (8th Iterations) 

Centroid X1 X2 X3 X4 X5 

C1 960,1 921,2 4780,2 5,1 24002,3 

C2 2028,1 1914,0 11095,1 5,8 50703,1 

C3 4787,2 4419,4 27194,9 6,1 119680,0 

 
 This test stops at the 8th iterations. The result of the last iteration will be used for the clustering parameters. The 

author determines which cluster members are included in the cluster that is high interest, decent interest, and low 

interest based on the average value of the last centroid. The average value of C1 = 6133,778364, C2 = 13149,225, 

C3 = 31217,514, the members of C1 are described as low interest, members of C2 are decent interest, and members 

of C3 are high interest. As for the calculation of other commodities, it is the same as the calculation of the rice 

commodity. 

 

6) The results of K-Means calculation 

 Based on the tests that we have researched with the initial centroid 5,7 and 11 from the 2019 data, it shows that 

the results of Rice commodity in the 5th data, called Rantau Selamat was found in low interest cluster, while in the 

11th data, called Idi Rayeuk was found in decent interest cluster, and the 17th data, called Darul Aman was found in 

high interest cluster. 

  Corn commodity in the 5th data, Rantau Selamat was found in decent interest cluster, while in the 11th data Idi 

Rayeuk was found in low interest cluster and the 17th data Darul Aman was found in high interest cluster. Soybean 

commodity testing in the 5th data, Rantau Selamat was placed in the decent interest cluster, while the 11th data Idi 

Rayeuk was placed in low interest cluster and the 17th data, Darul Aman was found in high interest cluster.  

 Chili commodity in the 5th data test, Rantau Selamatwas was clustered in low interest, while the 11th data, Idi 

Rayeuk was clustered in high interest and the 17th data, Darul Aman was clustered in decent interest.  

 Cayenne Paper commodity in the 5th data test, Rantau Selamat was categorised in low interest, while the 11th 

data, Idi Rayeuk was categorised in decent interest and the 17th data, Darul Aman was categorised in high interest. 

 In calculating each commodity, the iteration process for the K-Means algorithm was different as described in 

Figure 2.   

 

 
 

Figure 2. Average number of K-means Iterations for Each Commodity in 2015-2019 

  

 Based on Figure 2, the average number of iterations in the testing data for 2015-2019, the most iterations are 8 

iterations by rice commodity. Furthermore, 7 iterations by soybean commodity. Corn commodity has 6 iterations, 

Cayenne pepper commodity has 4 iterations and the lowest iteration was Chili commodity as it only has 3 iterations. 

 

C. K-Means Implementation to The System 

 The following is a display of the clustering system of the area of interest for certain plant seeds as in Figure 3-5. 
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Figure 3. K-Means Calculation Menu Form 

 

 
Figure 4. K-Means Calculation Results Form 

 

 
Figure 5. Regional view with Google Map 
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Conclusion  
Based on the research that has been done, the results of random testing for 5 times using K-Means algorithm 

which is applied to the clustering system for favorable areas of  certain plant seeds succeeded in classifying clusters 

for the areas of most favorable, which are high interest cluster, decent interest and low interest. The average of 

iteration from the k-means result in the 2015-2019 data, the highest number of iterations is on the Rice commodity 

with 8 iterations. Furthermore, there are 7 iterations for Soybean commodity. Corn commodity has 6 iterations, 

Cayenne Pepper commodity has 4 iterations and the lowest was Chili commodity for only 3 iterations. The author 

suggests that for further research, other algorithms can be used to perform clustering, such as the K-Medoid 

algorithm. 
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